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Abstract
Background  This study aims to understand how secondary use of health records can be done for prediction, 
detection, treatment recommendations, and related tasks in clinical decision support systems.

Methods  Articles mentioning the secondary use of EHRs for clinical utility, specifically in prediction, detection, 
treatment recommendations, and related tasks in decision support were reviewed. We extracted study details, 
methods, tools, technologies, utility, and performance.

Results  We found that secondary uses of EHRs are primarily retrospective, mostly conducted using records from 
hospital EHRs, EHR data networks, and warehouses. EHRs vary in type and quality, making it critical to ensure their 
completeness and quality for clinical utility. Widely used methods include machine learning, statistics, simulation, and 
analytics. Secondary use of health records can be applied in any area of medicine. The selection of data, cohorts, tools, 
technology, and methods depends on the specific clinical utility.

Conclusion  The process for secondary use of health records should include three key steps: 1. Validation of 
the quality of EHRs, 2. Use of methods, tools, and technologies with proactive training, and 3. Multidimensional 
assessment of the results and their usefulness.

Trial Registration  : PROSPERO registration number CRD42023409582
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Background
The availability of vast amounts of digital health data and 
technological advances have created a significant revolu-
tion in the healthcare industry. Electronic Health Records 
(EHRs) have become invaluable databases of patient data, 
containing a wide range of clinical information, proce-
dures, and outcomes [1]. EHRs describe a patient’s medi-
cal history, diagnosis, treatments, outcomes, and other 
pertinent information, such as the patient’s family and 
social support. They give clinical practitioners a thor-
ough understanding of the patient’s health history, which 
guides treatment decisions and promotes coordinated 
care [2].

In addition, health information exchanges allow infor-
mation to be shared among different providers, ensuring 
that patients receive consistent treatment and care [3]. 
EHRs are comprehensive collections of individual health 
and medical information over time, including clinical 
data, treatment, procedures, and other relevant informa-
tion, primarily electronic and also includes paper records 
[4]. Both electronic and paper records today serve as 
a central repository and are a more comprehensive 
and inclusive collection; therefore, we have used EHRs 
throughout this review of existing literature. The term 
Electronic Health Records or its abbreviation EHRs is 
used to refer to all forms of health data, including health 
records, electronic medical records, and observational 
data. The terms EHRs, health data, medical records, 
health information, and medical information have differ-
ent meanings. However, they all are closely related in the 
context of health care [5]. All these are raw material for 
performing secondary use in health informatics.

According to the World Health Organization (WHO) 
[6], secondary use of EHRs refers to the processing of 
EHRs for purposes other than those for which they were 
originally collected and is helpful for decision mak-
ing, research, and the management of health systems. 
Although the primary goal of EHRs is to support patient 
care, their secondary use for research and decision sup-
port has emerged as a viable way to improve health care 
quality. The use of EHRs for data-driven, computer-
assisted decision making in the healthcare industry has 
recently received much attention [7].

The secondary use of medical records is significant for 
clinical decision support through prediction [8], detec-
tion, and treatment recommendation [9, 10] in health-
care. For the secondary use of these ever-growing and 
already stored vast amounts of EHRs tools, technol-
ogy, and computational power, evidence-based practice 
guidelines, and domain experts are needed. Currently, 
there are the technology, tools, computing power, vast 
amount of EHRs, and evidence-based practice guide-
lines, so it is the right time. Predictive analytics, early 
symptom detection, and improved treatment techniques 

using the data stored in EHRs have the potential to trans-
form healthcare [11]. Medical researchers and healthcare 
providers may be able to better anticipate, identify, and 
treat various medical conditions by utilizing the wealth 
of information contained in these records. The secondary 
use of data will help shed light on these.

Clinical Decision Support Systems (CDSSs) are the 
blueprint that makes this possible. As a result, the use of 
and interest in CDSSs are growing [12]. CDSSs are com-
puter-based systems that use information and communi-
cation technologies to make relevant knowledge available 
for a patient’s health care and well-being [13]. Corre-
spondingly, the secondary use of EHRs is a more focused 
approach to produce direct clinical utility [6, 14].

This study focuses on the secondary use of EHRs for 
prediction, diagnosis, classification, treatment recom-
mendation, and related tasks for clinical utility. Part of 
secondary use may include secondary analysis, which 
focuses more on reanalysis of the EHRs, an intermediary 
that can contribute to the performance of secondary use 
through data preparation, processing, statistical analysis, 
and selection of appropriate methods [15], which this 
review has not touched upon. The motivation for the 
review was the Individualized Digital DEcision Assist 
System (IDDEAS) project, which focused on developing 
and implementing a clinical decision support system for 
Child and Adolescent Mental Health (CAMH) [16].

Objective
The objective of the review is to understand how to per-
form secondary use of EHRs for prediction, diagnosis, 
classification, treatment recommendation, and related 
tasks for clinical utility. Hence, providing comprehen-
sive knowledge of how secondary use of any EHRs can 
be performed in a data-driven and continuous computa-
tional manner for various clinical applications, including 
somatic and mental health. By conducting a systematic 
review, we hope to find pertinent papers that address the 
issues, goals, processes, and outcomes of implementing 
EHRs reuse. The study compares findings, assesses their 
therapeutic utility, and evaluates the impact of secondary 
data use across different clinical scenarios. It addresses 
the methodologies, technologies, and results of second-
ary data usage, aiming to consolidate existing knowledge 
and highlight areas needing further investigation. Finally, 
the review will help us to understand the possible ways, 
benefits, difficulties, and other issues related to the sec-
ondary use of EHRs in CDSSs.

Methods
This systematic review follows the Preferred Report-
ing Items for Systematic Reviews and Meta-Analyses 
(PRISMA) [17] guidelines.
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Search strategy
Articles were identified from five databases, out of which 
two were life sciences and biomedical databases, the Sco-
pus and PubMed, and three were the computer science 
databases, the ACM Digital Library, IEEE Xplore, and 
DBLP. The search focused on four dimensions: data, sec-
ondary use, utility, and providing support and decision 
making. Based on the four dimensions, the four different 
sets of keywords were:

1: “health data” OR “health record” OR “Electronic 
health record” OR “Electronic medical record” OR 
“Observational data” OR “EHR” OR “EMR” OR 
“medical record”

2: “secondary use*” OR “secondary application*” OR 
“secondary analy*” OR “health* reuse” OR “clinical 
reuse” OR “secondary usage”

3: “diagnosis” OR “detect” OR “identify” OR “recognize” 
OR “treatment” OR “predict” OR “prognosis” OR 
“progress” OR “develop” OR “onset” OR “assessment” 
OR “management”

4: “decision making” OR “decision-support” OR “decision 
support” OR “decision system” OR “computer* 
decision” OR “computer-aided decision” OR 
“computer aided decision” OR “DSS” OR “computer 
assisted decision making” OR “computer-assisted 
decision making” OR “clinical decision support*” OR 
“clinical-decision support*” OR “cds”.

Date, language, and publication status were not included 
as additional search restrictions. The first search was 
performed on March 19, 2023. The second search was 
conducted based on the team feedback on April 27, 
2023, including additional keywords “observational data”, 
“clinical reuse” and “secondary reuse”, “develop”, “onset”, 
“assessment”, “management”. The first search yielded 
twelve out of three hundred seventy-five that met the 
inclusion criteria [18–29], and the second search yielded 
one more (13 out of 391) [30]. Inclusion criteria for study 
selection consisted of original research, peer-reviewed, 
in English, on the use of EHRs for decision support, 
including secondary use of EHRs or observational data, 
development and use of a computerized or electronic 
decision support system, secondary use for prediction, 
detection, and treatment recommendation, and related 
tasks. In parallel, the exclusion criteria included articles 
that did not address the secondary use of EHRs for deci-
sion support. Articles focusing solely on the primary use 
of EHRs and studies involving statistical and secondary 
analysis were excluded. The inclusion and exclusion cri-
teria and other preliminary information were registered 
in PROSPERO.

Study selection
Study selection was done using the tool rayyan.ai [31]. 
Three hundred and ninety-one records were identified 
from the database search. During the search, one author 
independently performed the search and records identifi-
cation, which other authors verified. Inclusion of studies 
was performed by the first author with verification by the 
second and other authors. All authors were involved from 
start to end, including finding the appropriate keywords, 
setting objectives and criteria, setting questions for the 
study, and also for verification and selection. Duplicates 
were removed using rayyan.ai duplicate detection.

The keyword-based filtering was done through the 
union of keywords; in the record screening phase, records 
were excluded if the title or abstract did not contain any 
of the keywords. This was followed by layering-based 
intersection consisting of the intersection of keywords 
in three layers; in the reports sought for the retrieval 
phase, records were excluded if the title or abstract did 
not contain at least one keyword in all three categories/
layers. Categories/layers were (1) data or record or infor-
mation, (2) secondary use/usage or observational data (3) 
predict or detect or treatment or management or identify 
or develop or assessment or prediction or detection or 
progress or prognosis or onset or diagnose or recognize.

A full text study of reports assessed for eligibility was 
done to ensure the presence of actual secondary use 
implementation on EHRs for clinical prediction detection 
or treatment and related tasks. Articles solely focused 
on clinical data quality, management, system integra-
tion, labeling, and numerical analysis were excluded. The 
PRISMA flow diagram (Fig. 1) below describes the study 
selection and rationale.

Information retrieval strategy
We followed the steps below for the information retrieval 
(Fig. 2). The first task was to determine what information 
to extract from all the selected papers, which we already 
had in the form of a catalogue after completing the selec-
tion of studies with PRISMA guidelines (Fig. 1) above. 
Given the initial catalogue of information to be extracted, 
the papers were reviewed by the first author, and in case 
of doubt, the second author and, if necessary, the team 
of authors were consulted. Through human-curated 
extraction and an in-depth review of the papers, more 
information was extracted, and the initial catalogue was 
expanded. A comparison and validation were then per-
formed using the automated tool Elicit [32]. We found 
Elicit to be efficient and accurate to a certain extent for 
information retrieval. Thus, the retrieved information 
was included in the review; the summarized information 
is presented in the results section below.
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Results
Table 1 below summarizes focus areas, data, tools, tech-
niques, technologies, and utilities. All these EHRs were 
not necessarily stored and collected with research pur-
poses in mind; rather, their secondary use was research 
purposes. None of the selected studies focused on the 
disease or area of child and adolescent mental health and 
mental health in general. Except for three [25, 29, 30], 
ten studies focused on an individual disease or area; few 
covered multiple diseases and the broader medical field 
(Table 1).

Generally, individual disease-focused studies are easier 
to conduct and have higher clinical utility and applicabil-
ity, but they lack generalizability and have a risk of bias. 
Seven of the studies used data for five or more years. The 
longer the data collection period, the more likely it is to 
obtain a more accurate estimate of the incidence rate, 
associated factors, and prognosis; however, it increases 
cost and diminishes variability. Except for the four [19, 
21, 22, 26], nine studies had a sample size of thousands 
or more (Table 1). Results also show that the relationship 
between data processing methods, tools, technologies, 
algorithms, and utility is not straightforward.

Fig. 1  PRISMA flow diagram for the study selection
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Figure  3 below categorizes the included studies based 
on country, data type, study type, purpose, methods, 
and provenance. It shows secondary use of EHRs was 
observed in developed countries: the United States of 
America (USA), China, Spain, Japan, Germany, and the 
United Kingdom (Fig. 3). The majority of secondary use 
studies used both structured and unstructured data. 
These data can be a range of forms: patient registries, 
demographics, text, images, voice, video, financial and 
insurance data, invoices, and scanned handwritten notes 
[97]. Most of the included studies were retrospective, 
with a few being a mixture of prospective and retrospec-
tive. Secondary use can be for a variety of purposes [19, 
97–99] while we observed it was most commonly used 
for prediction [19–23, 25, 27], classification [18], detec-
tion [26], and development-related tasks and studies [24, 
28–30]. For secondary uses, Machine Learning (ML) [20, 
23, 27], Deep Learning (DL) [22], and Natural Language 
Processing (NLP) [26, 29], and their combinations [18, 
21, 24, 25, 30] were observed to be applied. NLP, espe-
cially in the case of unstructured text and in structured 
text is the norm [26, 29]. DL was used for more exten-
sive and multimodal data [22]. For some straightforward 
tasks, statistics, simulation, and statistical analysis were 
found to be used [19, 28]. Data provenance is where and 
how the data came from in the database. Hospital health-
care information systems collected most of the data [18–
22, 24, 27, 30]. Others were stored and retrieved from the 
data warehouse of a larger healthcare information system 
in a larger region [25–29]. One was from the Observa-
tional Health Data Sciences and Informatics (OHDSI) 
data network [23].

Figure  4 below shows the performance measures in 
each included study. However, no conclusion can be 
drawn as to why some studies received higher scores 
than others, as there are so many factors (Fig. 4). Com-
paratively, it can be perceived that in studies [21, 25, 
27], which were prediction-related studies using large 
or high sample sizes and used DL, NLP achieved lower 

performance than others. Moreover, lower sample size 
studies also obtained high performances [19, 22, 26], 
which is kind of mostly obvious because fewer samples 
lead to fewer outliers, are manageable, and easy to ana-
lyze. Figure 4 does not clearly indicate the circumstances 
under which performance measures such as sensitivity/
recall, specificity, and correlation should be employed 
in comparison to other performance measures. Never-
theless, it is notable that studies employing sensitivity/
recall, specificity, and correlation measures were related 
to statistical analysis. The standard is for simple and easy 
computation, correlation, specificity, and sensitivity to be 
used to evaluate analytical procedure performance [100].

Discussion
The review demonstrated that secondary use has the 
potential to benefit a larger population in a cost effective, 
time and resource efficient manner. This review focused 
on studies directly contributing to secondary use, exclud-
ing those only mediating through statistical and second-
ary analysis.

The initial step was identifying appropriate topics, key-
words, and inclusion and exclusion criteria, which was 
extremely important and challenging. The team refined 
the title, keywords, objective, inclusion, and exclusion 
criteria through three iterative meetings. The review 
focused on the alignment of secondary use for clinical 
utility. It emphasized diagnosis, detection, identification, 
recognition, treatment, prediction, prognosis, progress, 
development, onset, assessment, management, excluding 
secondary analysis.

It was observed that none of the studies focused on the 
secondary use of continuously growing datasets and sys-
tems that work well in completely unseen datasets. The 
EHRs used were secondary, as data provenance indicated 
that the collection intent was to accumulate records 
by the healthcare system in universities, hospitals, a 
region, and a research data network (Fig. 3). Informa-
tion extraction is crucial in the review for comparing and 

Fig. 2  Illustration of information retrieval strategy from included studies
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Paper Disease/Area Date Sample
Size

Tool &
Technology

Algorithms Data 
Processing

Cohort Utility

[18] Prostate cancer 2010–
2018

5461
patients

NLTK [33] SVM [34],
Rule-based 
algorithms,
ConText [35],
NegEx [36]

Imputation, 
Vectorization

Early-stage can-
cer patients

Clinical & 
pathological 
TNM staging

[19] Ophthalmology 2013–
2016

286 visits R [37], Mobile devices, 
Numbers [38]

Bespoke 
Algorithms

Data drop Ophthalmology 
outpatient

Clinical work-
flow analysis

[20] Ophthalmology 2015–
2016

8,703 visits R 3.4.3 [37] Linear regression 
[39],
RF [40]

Rule And
Condition

Pediatric 
ophthalmology 
outpatient

Outpatient
visit length

[21] Non-small cell 
lung cancer

2010–
2018

794 patients Scikit-Learn 0.24.1
[41], LightGBM 3.2.0 
[42],
SciPy 1.6.2 [43],
BERT [44]

Logistic regression 
[45],
RF [40], SVM [34],
Deep neural net-
work [46]

NER, Rule-Based, 
NLP Relation 
Classification, 
Postprocessing 
Modules

CT-scanned 
non-small cell 
lung cancer 
patients

Preoperative 
prediction of 
lymph node 
metastasis

[22] Type II diabetes - 997 patients Python 3.6,
PyTorch 1.0 [47],
NVIDIA Titan X GPU,
CUDA 9.0 [48], 
PyPhewas [49]

ADAM [50], 3D 
UNet [51], Fuzzy C 
means [52], Con-
volutional neural 
network

Segmentation & 
Slicing, Feature 
Extraction & 
Normalization, 
Annotation

CT scanned 
patients
with and with-
out diabetes

Early
Detection of 
type II
diabetes
mellitus

[23] Acute ischemic 
stroke

1992–
2019

6,136, 686 
patients

OHDSI tool [53], R [37], 
OMOP CDM [54]

Lasso logistic 
regression [55]

Rule-based 
processing

Patients
aged 45 + with 
first ischemic 
stroke

Early
prediction of
symptomatic 
intracerebral 
hemorrhage

[24] Nasopharyngeal 
cancer

2008–
2018

54,703 
patients

- - ETL, Data 
Structurization & 
Normalization

Nasopharyn-
geal carcinoma 
patient receiv-
ing treatment

Platform 
development
for retrospec-
tive clinical
studies

[25] No specific 
disease

1980–
2014

704,587 
patients

NCBO BioPortal [56],
Open Biomedical An-
notator [57]

RF [40], PCA [58], 
GMM [59],
K-Means, ICA [60],
Multi-Layer Neural 
Network [46], LDA 
[61], SDA [62],
NegEx [36]

Denoising, Topic 
Modelling,
Negation

Patients with 
one recorded 
ICD code

Onset of
disease 
based
on EHRs

[26] Cancer 1996–
2012

7000 reports Weka Software
3.6.11 [63],
Perl Lingua Stem mod-
ule [64],
SAS 9.4 [65], MetaMap 
[66]

Logistic regression 
[45], Naive Bayes 
[67], K–NN [68],
RF [40],
J48 decision
tree [69],
NegEx [36]

Kullback-Leibler 
[70], NER,
Dictionary and 
Non-dictionary 
approach,
Rule-based
classifier

Patients with a 
recorded clini-
cal note

Detect 
cancer cases 
using plain-
text medical 
data

[27] Inpatient Ac-
cidental Falling

2010–
2014

46,241
patients

Ubuntu 14.04 LTS [71], R 
3.1.2 [37], lme4 package 
[72], Epi [73]

Multilevel Logistic 
Regression [74]

Transformation, 
Mapping Values

Hospitalized 
inpatients with 
recorded data

Predict fall
risk to pre-
vent injury

[28] Pediatric Care 2008–
2013

149,604
visits

Excel 2010 [75], Access 
2010 [76]

- Statistical
Analysis, 
Correlation, 
Interpolation

Pediatric physi-
cian visits

Compute 
physician & 
departmental 
performance

Table 1  Comparative analysis of extracted information from the included studies
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understanding what and how questions. This extraction 
was based on topics, keywords, inclusion-exclusion cri-
teria, and consultation with all authors involving humans 
and automation tools. The effectiveness of automation 
tools could have been improved. A substantial quantity 
of information was retrieved to ensure no important 
information was overlooked. This was further distilled, 
categorized, and narrowed based on comparison and 
relevance to the topic, as reflected in the results section 
above.

None of the selected studies were on mental health, 
but it does not affect the review as it is about the second-
ary use of EHRs in general, not specific to mental health. 
This review accessed information in higher dimensions, 
including information about the analysis, variables used, 

clinical setting, sample size, outcome measured, and oth-
ers (Fig. 3, Table 1). Most studies mentioned the ethical 
approval from a responsible authority [18–21, 24, 27, 
28], which should be and is necessary. Secondary use and 
ultimate utility are related, as in all included studies, the 
secondary use of data was utility-driven, but they did not 
emphasize the secondary use of continuously growing, 
unseen data sets for systems that can continuously learn, 
compute, and improve. For this, one possible technology 
could be a proactive training method that allows continu-
ous training of Artificial Intelligence (AI) models using 
mini-batch stochastic gradient descent (SDG) and also 
addresses concept drift [101]. On the other hand, statis-
tical analysis is essential to get valuable insight into the 
data to fully understand a problem or phenomenon. It 

Fig. 3  Categorization based on country of data collection, data type, study type, purpose, methods and provenance from the included studies

 

Paper Disease/Area Date Sample
Size

Tool &
Technology

Algorithms Data 
Processing

Cohort Utility

[29] No specific: Evalu-
ated in Colorectal 
Cancer

- *20346 visits LinkEHR [77, 78], XML 
[79],
Semantic tool [80], 
Saxon [81],
OWL [82], NCBO BioPor-
tal [56], Protégé [83],
Hermit Reasoner
[84], UMLS [85], 
OpenEHR [86], SNOMED 
CT [87], SPARQL [88]

Bespoke
phenotyping 
algorithm,
Ontology map-
ping, Semantic 
Reasoning

Semantic 
Representation, 
Standardization

Colorectal can-
cer patients

Identification
of patient 
cohorts

[30] No specific: Evalu-
ated in HIV,
hepatitis C,
lab 
measurements

- **Multiple CogStack [89], Bio-
YODIE [90], Elasticsearch 
[91], UMLS [92, 93], 
SPARQL [88],
SNOMED CT [87]

Bidirectional
recurrent neural 
network [94]

NER,
Normaliza-
tion, Semantic 
Indexing
& Computation
Negation,
Indexing

Pertinent
clinical notes
for target use 
cases

Customized 
care, trial 
recruitment,
and research

* = Not explicitly reported: Approximately; ** = 100 patient from MIMIC-III [95] for lab measurement, 200 and 1000 CRIS [96] patients for hepatitis C, HIV respectively

Table 1  (continued) 
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provides insight regardless of whether the data is primary 
or secondary. It involves taking existing data collected for 
different primary purposes, performing analysis, finding 
new questions and insights, not necessarily focusing on 
direct utility, and relying mainly on statistical methods 
and analytical techniques. In all health informatics stud-
ies, data can be of any type, structured, unstructured, or 
combinations of both; it does not matter much; however, 
structured data are easy to use and understand. In con-
trast, unstructured data have a higher probability of pro-
viding more information.

From the included studies, we observed that the sec-
ondary use of EHRs for prediction, detection, and 
treatment in clinical decision support systems pro-
vided geographic and socioeconomic insights and dem-
onstrated associations with utility, application, data 
processing, and system development. However, there are 
challenges related to data handling, data diversity, and 
ethical and regulatory considerations. Some aspects may 
change over time, and future developments are needed. 
All these issues are discussed below.

Geographical and socio-economic insight
Technological development and adaptation have caused 
the explosion of healthcare data all around the world, 
with a projected compounded growth rate of 36% [102]. 
This shows that the need to collect data for research 
could be minimized in most cases as it is already col-
lected in EHRs, information systems associated with a 
hospital, data networks, and data warehouses of regional 
healthcare networks. Upon analyzing the countries of the 
studies, it was observed that secondary use happens in 
developed and rich countries. However, it does not mean 
it is not essential and possible in developing or least 
developed countries. It reflects that developed countries 
have better healthcare infrastructure systems, leading 
innovation and research from the front. Other countries 
may increase secondary use once they are well-equipped 
and prepared.

Utility and application
Included studies collected data for administrative pur-
poses, research, and clinical observations, but they were 
repurposed for a different utility and application. The 
principal observed utilities were prediction, detection, 

Fig. 4  Plot of performance measures with highest values on included studies
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classification, platform development for clinical decision 
support services, treatment recommendation, and assis-
tance. It was observed most medical research involves 
secondary use of data, whereas the use of terminology 
secondary use or observational data is not prevalent, 
which is necessary and important for reliability, valid-
ity, and making review more informative. The utility and 
application of a given research project depend on a num-
ber of factors, including the research focus such as spe-
cific disease or multiple diseases, data collection period, 
sample size, identification of an appropriate cohort, data 
processing, tools employed, ethical and regulatory rules, 
and the geographical and socioeconomic conditions. The 
secondary use research focusing on a specific disease 
rather than more general or covering multiple diseases 
may have better performance and higher clinical utility 
than the opposite.

Challenges and approaches in data handling
These data could be of sub-optimal and sometimes of 
poorer quality and may not be appropriate for clinical 
utility purposes, so it is recommended to check the com-
pleteness, breadth, density, and ability to predict [103] 
before proceeding further. Also, the presence of differ-
ent types of data poses a significant challenge, as many 
of these EHRs contain potentially personally identifiable 
information that can be re-identified even after de-iden-
tification [97]; with today’s technology, however, these 
must be and can be minimized. Diverse EHRs pose a 
challenge, necessitating substantial effort in data process-
ing and standardization. Despite these challenges, the 
varied nature of these records offers valuable opportuni-
ties for different mining and analytics applications [104]. 
It should be noted that none of the included studies were 
solely prospective, as they are not suitable for second-
ary uses. In contrast, retrospective and a combination 
of retrospective and prospective studies are used. As 
shown in the results above, most secondary use involved 
structured data, primarily ML, NLP, and DL, which may 
present certain challenges. Conversely, few used pure sta-
tistics, simulation, and analysis (Fig. 3).

Ethical and regulatory considerations
Privacy and ethical concerns are the first and most 
important steps in using EHRs. It includes informed 
consent from the patient and approval from internal and 
external review boards. This concern has been improved 
through legislation, regulation, de-identification, ano-
nymization, and pseudonymization techniques. Gen-
eral Data Protection Regulation (GDPR) prohibits EHRs 
use unless they are in the public interest, for improving 
health care, or for specific scientific and research pur-
poses and fulfill their criteria [105]. Health Insurance 
Portability and Accountability Act (HIPAA) restricts the 

use and disclosure of protected health information (PHI) 
[106]. The recently introduced Digital Personal Data Pro-
tection Act [107] in India mentions the use of EHRs only 
for specific, clear, lawful purposes. Fairly and reasonably, 
respecting the data subject’s privacy. This is a matter of 
importance to all nations, and it is regulated. The sec-
ondary use necessitates addressing privacy and ethical 
concerns to ensure safety, quality, system development, 
evaluation, and maintenance.

Data processing and system development
Data quality assessment methods, technologies, and tools 
are useful for data quality, completeness, comprehensive-
ness, and usefulness checking [108]. Data integration, 
data source federation, preprocessing, transformation, 
extraction, and mining are essential to manage healthcare 
data. Tools such as PowerCenter [109], Tableau [110], 
and Hadoop [111] in healthcare [112] are widely used 
in healthcare for data integration and analysis. Micro-
soft Excel [75] and PowerBI [113] are common for data 
visualization and reporting. The Common Data Model 
(CDM) [114] facilitates standardized data formats and 
interoperability. Data federation tools by Oracle [115], 
SAP [116], and IBM [117] support integrating data from 
diverse sources, ensuring that different data systems can 
work together seamlessly. Preprocessing and mining 
tools like RapidMiner Studio [118], KNIME Analytics 
Platform [119], and Weka [63] are used to clean, trans-
form, and analyze data [120–122].

For the purposes of secondary use system develop-
ment standards such as Informatics for Integrating Biol-
ogy and the Bedside (i2b3) [123], tranSMART [124], 
and openEHR [125] focus on data storage and manage-
ment. Standards for data transfer includes Fast Health-
care Interoperability Resources (FHIR) [126], Health 
Level Seven (HL7) [127], and Digital Imaging and Com-
munications in Medicine (DICOM) [128]. Collaboration 
consortia patient centered outcomes research institute’s 
PCORnet [129] and these standards facilitate the seam-
less exchange of information, enabling more comprehen-
sive data analysis and improving the utility of integrated 
EHRs.

Usually, secondary use system development incorpo-
rates the whole process from data quality assessment 
to deployment and maintenance. System integration, 
interoperability, ease of use, maintainability, scalability, 
programming languages used, and other software engi-
neering activities are equally important. However, the 
main goal of secondary use is clinical utility, enhanc-
ing the effectiveness of data-driven decision-making in 
healthcare and improving healthcare.
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Implication and future
With time, the tools and technology will evolve. For 
example, AI, multimodal large language models [130], 
transformers [131], meta-learning, and few-shot learning 
[132] are just a few of the emerging technologies that will 
shape the future of the use of AI in CDSSs. Additionally, 
quantum computing, different algorithms, programming 
languages, and many other breakthroughs are underway. 
Most studies applied unsupervised and supervised tech-
niques, reflecting AI’s effectiveness in utilizing EHRs. 
Self-supervised learning [133] which generates required 
labels without requiring human annotation and exter-
nal supervision, meta-learning learning to learn ability 
[132] can be a game changer for representation learning 
[134], data augmentation in data scarcity [135], medi-
cal condition detection [136]. However, these were not 
clearly observed when analyzing the included studies. 
Consequently, the researchers and practitioners should 
carefully select suitable tools, technologies, data process-
ing methods, and algorithms, ensuring they align with 
the final objective, context, data type, utility, and study. 
Also, the ethical and legal aspects, privacy, consent man-
agement, data quality assurance, transparency, and the 
health and life of people should always be considered. The 
appropriate secondary use of EHRs with proactive train-
ing has immense potential for making healthcare efficient 
and universal and meeting the demands of the ever-
growing population, data, and healthcare challenges.

Conclusion
Questions and problems drive the secondary use of 
EHRs. However, they can also be data-driven, which does 
not necessitate questions or hypotheses to be defined 
beforehand and the stockpiled data can guide what is 
possible. The steps for accessing and utilizing secondary 
use of EHRs begin with verifying that the records are suf-
ficiently comprehensive, detailed, broad, and predictive. 
It is essential to perform statistical data analysis and data 
preprocessing as needed. Then, let the data and practi-
cality guide the methods and techniques, and proactive 
training makes computation continuous.

Finally, it is crucial to assess performance across several 
dimensions. Secondary use can improve both somatic 
and mental healthcare through analysis, research, qual-
ity and safety assessment, economics, decision making, 
and many other uses, including commercial and non-
commercial. From a clinical and patient perspective, the 
most important is the direct clinical benefit to patients 
and clinicians and the potential for clinical decision sup-
port. This includes consideration of background clinical 
knowledge guidelines and facts about medicine, systems, 
physiology, biology, nature, models, humans, and causal-
ity. Hence, moral, societal, and human dimensions are 
also of paramount importance.
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