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Abstract
Background Analysis of Electronic Health Records (EHRs) is crucial in real-world evidence (RWE), especially in 
oncology, as it provides valuable insights into the complex nature of the disease. The implementation of advanced 
techniques for automated extraction of structured information from textual data potentially enables access to expert 
knowledge in highly specialized contexts. In this paper, we introduce MISTIC, a Natural Language Processing (NLP) 
approach to classify the presence or absence of metastasis in Italian EHRs, in the breast cancer domain.

Methods Our approach consists of a transformer-based framework designed for few-shot learning, requiring a 
small labelled dataset and minimal computational resources for training. The pipeline includes text segmentation 
to improve model processing and topic analysis to filter informative content, ensuring relevant input data for 
classification.

Results MISTIC was evaluated across multiple data sources, and compared to several benchmark methodologies, 
ranging from a pattern-matching system, composed of regex and semantic rules, to BERT-based models 
implemented in a zero-shot learning setup and Large Language Models (LLMs). The results demonstrate the 
generalization of our approach, achieving an F-Score above 87% on all the sources, and outperforming the other 
experiments, with an overall F-Score of 91.2%.

Conclusions MISTIC achieves high performance in the Italian metastasis classification task, outperforming rule-based 
systems, zero-shot BERT models, and LLMs. Its few-shot learning setup offers a computationally efficient alternative 
to large-scale models, while its segmentation and topic analysis steps enhance explainability by explicitly linking 
predictions to key textual elements. Furthermore, MISTIC demonstrates strong generalization across different data 
sources, reinforcing its potential as a scalable and transparent solution for clinical text classification. By extracting 
high-quality metastatic information from diverse textual data, MISTIC supports medical researchers in analyzing 
unstructured and highly informative content across a wide range of medical reports. In doing so, it enhances data 
accessibility and interpretability, addressing a critical gap in health informatics and clinical practice.
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Introduction
Real World Evidence (RWE) studies are becoming rele-
vant in healthcare, as they derive insights directly from 
routine medical practice. To ensure reliability, a large-
scale analysis of patients is typically required, neces-
sitating the extensive collection of healthcare data. In 
this context, processing of Electronic Health Records 
(EHRs) is crucial in RWE [1], especially in oncology [2], 
as it provides valuable insights into the disease’s complex 
nature, encompassing patient history, symptoms, treat-
ments, and laboratory parameters. However, inherent 
variability in EHR formats, medical terminologies, and 
linguistic nuances poses a significant hurdle to extract-
ing consistent and reliable information. The introduction 
of advanced techniques for automated comprehension 
of free text reports and extraction of structured infor-
mation from textual data presents both an opportunity 
and a challenge, potentially enabling access to expert 
knowledge in highly specialized contexts at large scale. 
An example of application is the NLP-based algorithm 
developed to extract the occurrence of Breast Cancer 
metastasis from medical reports of different types (e.g., 
diagnostics, radiotherapy treatment, follow-up visits) [3]. 
Indeed, within this complex realm of knowledge, identifi-
cation of events related to Metastatic Breast Cancer rep-
resents a pivotal factor in determining disease stage and 
treatment strategies in clinical practice [4, 5].

Artificial Intelligence (AI) has significantly advanced 
human language comprehension, particularly in Natu-
ral Language Processing (NLP), which is experiencing 
rapid growth. Within NLP, various methodologies are 
employed for tasks such as text classification, named 
entity recognition, text summarization, and simplifi-
cation. In this context, convolutional neural networks 
(CNNs), pattern-matching systems, and Large Language 
Models (LLMs) are the principal methods, proposed in 
the literature, to automate and enhance EHR analysis.

In this direction, several NLP studies highlight the 
adaptability of Convolutional Neural Networks (CNNs), 
known in the oncological domain for their efficiency in 
sequential tasks like image classification [6–9], and also 
extended to NLP applications, demonstrating their effec-
tiveness in processing textual data within healthcare 
contexts [10]. However, CNNs may face challenges in 
effectively capturing contextual relationships across dis-
tant word tokens in text. Additionally, the computational 
complexity inherent in designing and fine-tuning ad hoc 
CNNs for text processing makes us exclude them as a 
comparison method in this paper.

State-of-the-art approaches also cover regex and pat-
tern-matching systems for extracting information from 
free text [11–13]. Specifically for the Italian language, a 
regex-based information extraction pipeline was used 
[14], with the development of a domain-specific ontology 
to identify events as main diagnoses or prescribed drugs. 
Regex and pattern-matching systems are undoubtedly 
helpful in building explainable information extraction 
pipelines. However, they present several disadvantages, 
like the need for complex human intervention in rule 
development and the low generalization over different 
data sources and outcomes. Indeed, the same system is 
not easily reusable for data with new semantic structures, 
and rules are not valid for other kinds of outcomes.

The above methodologies, such as CNNs and pattern 
matching, have long been used for text analysis tasks, 
each with strengths and limitations. In this paper, we 
explore novel approaches that recently emerged in the 
NLP literature, thus introducing the fundamental con-
cepts of transformers, sentence transformers, and large 
language models. Unlike traditional methods, transform-
ers are deep learning model architectures renowned for 
capturing long-range dependencies in text. Sentence 
Transformers (ST) represent a specialized type of trans-
former model tailored for encoding entire sentences or 
text passages into fixed-dimensional vectors, enabling 
tasks like semantic similarity measurement and text clas-
sification. When trained over a large amount of data and 
parameters, transformer-based models are also known as 
large language models, and they represent the predomi-
nant NLP approach in recent research, especially in the 
clinical domain, for the extraction of information from 
EHRs [15–22]. In literature, the English language is cer-
tainly the most explored in the NLP clinical domain, but 
there exist several works also implemented in other lan-
guages, such as Spanish [23], Portuguese [24], or Chinese 
[25, 26], with no broad evidence of Italian approaches.

Despite the great potential of these models, trans-
formers are limited in terms of maximum text length, a 
critical point in EHRs, that can contain a large number 
of word tokens [27]. Additionally, training these mod-
els on a desired task can be computationally expensive, 
and a large amount of labelled data is typically required. 
Therefore, exploiting NLP techniques with enhanced 
generalization capabilities at low computational costs is 
crucial for generating RWE from unstructured knowl-
edge. Moreover, in the absence of specialized large 
models trained on Italian clinical data for information 
extraction tasks, there is a pressing need for innovative 
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solutions to navigate the semantic complexity of Italian 
EHRs.

In this paper, we introduce Metastases Italian Sentence 
Transformers Inference Classification (MISTIC), a NLP 
approach which leverages a transformer-based model 
specifically trained on breast cancer metastasis classifi-
cation within Italian EHRs, in a low computational envi-
ronment (Fig. 1). The study addresses the issue of limited 
labelled data for training, running in a few-shot learning 
setup. Additionally, MISTIC wants to provide a compre-
hensive pipeline, where transformer-based classification 
is integrated with a pre-processing stage including corpus 
selection, data segmentation and topic detection, in order 
to enhance the quality of input data.

Our work aims to demonstrate the power of MISTIC 
in efficiently extracting breast cancer metastasis from 
Italian EHRs, by comparing it with several benchmarks, 

ranging from a rule-based system to zero-shot classifica-
tion BERT models and generative LLMs.

Materials and methods
Data corpus
Data for this study were selected from an extensive col-
lection of clinical reports of the Gemelli Hospital in 
Rome, specifically focusing on patients diagnosed with 
breast cancer [28]. During the training and evalua-
tion phases, a team of physicians guided the selection 
of Electronic Health Records (EHRs), prioritizing the 
most informative sources for extracting details related to 
tumor metastasis. The selected documents included clin-
ical diaries, medical histories, and radiodiagnostic notes, 
which provide direct insights into the patient’s historical 
and current health status. These sources are particularly 
valuable as metastasis-related information is typically 
explicitly mentioned within their textual content.

Fig. 1 MISTIC pipeline
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Data segmentation
The length of EHRs vary significantly, and longer texts 
often present conflicting information regarding the pres-
ence of metastasis. A single clinical report may contain 
both positive and negative indications, depending on the 
anatomical location, which can mislead the overall clas-
sification of the EHR. Additionally, transformer-based 
models impose a maximum token limit, restricting the 
amount of text that can be processed at once. While tech-
niques such as chunking or sliding windows can mitigate 
this constraint by splitting long documents into smaller 
segments, they introduce the risk of losing semantic 
coherence. Fragmenting the text in this manner may pre-
vent the model from capturing contextual dependencies, 
potentially leading to incomplete or inaccurate extraction 
of the target information.

To address these challenges, we implemented a text 
segmentation approach on our EHR corpus, enabling the 
processing of clinical reports at the sentence level. For 
segmentation, we utilized the Python package PySBD 
[29], a rule-based sentence boundary disambiguation 
tool that supports multiple languages, including Italian. 
PySBD provides a dedicated model for Italian, ensuring 
more accurate sentence segmentation by accounting for 
language-specific linguistic structures and punctuation 
rules.

Rule-based labelling
The model fine-tuning was performed using a silver stan-
dard dataset, an automatically generated annotated cor-
pus that, while not manually labelled, provides a useful 
training resource despite some degree of labelling noise. 
This dataset was created through a rule-based system 
implemented with SAS® Visual Text Analytics 8.3 [30], 
allowing for efficient and scalable annotation of seg-
mented EHRs.
The system was designed to annotate each input text by 
determining the presence or absence of metastasis, lever-
aging rules developed in Language Interpretation for 
Textual Information (LITI). These rules were crafted to 
identify linguistic patterns, considering word proximity, 
sentence structure, and regular expressions to enhance 
accuracy. The lemmas listed in Table 1 serve as the core 
patterns searched within texts to extract metastasis-
related information. These lemmas are categorized into 

five distinct semantic groups, encompassing lesions, nod-
ules, high metabolic activity, staging terminology, and 
direct mentions of metastasis, ensuring comprehensive 
detection across different linguistic expressions. The SAS 
pipeline was implemented on a secure hospital server, 
accessible exclusively within the institution’s internal net-
work, restricting external access. However, Expression 1 
provides an example of the rule-based approach used for 
detecting nodules. This rule set accounts for all possible 
morphological variations of the lemma to ensure robust 
identification.

Listing 1 Rules for the nodule concept
CONCEPT: nodulo@
CONCEPT: nodulazion@
CONCEPT: formazione@ nodulare@
REGEX: m[ai] cronodul [io]
CLASSIFIER: linfoadenopatia

Further examples of rules are reported in Appendix A, 
in the Supplementary Materials (Subsect.  4), where all 
the concepts used to assess the presence of nodules are 
shown.

Topic detection
A regex-based topic detection was implemented in the 
pipeline to enhance the classifier. It ensured that only 
informative text segments containing the anchor lemmas 
from Table 1 were used as input to the model training 
and inference. By filtering out non-informative content, 
this method aimed to reduce the risk of false positives 
and prevent irrelevant data from misleading the model.

Modeling
For the modeling step, we employed the Sentence Trans-
former Fine-Tuning (SetFit) Framework [31], an advanced 
few-shot learning approach for text classification. SetFit 
allows fine-tuning a pre-trained sentence transformer on 
a specific classification task using only a small number of 
training samples. In our study, we trained the model on 
the silver sentences, selected in the previous topic detec-
tion phase (Subsect. 2.4) to distinguish between the pres-
ence and absence of metastasis.

The classification process was then performed at the 
sentence level using the fine-tuned model. To determine 
the final classification of each EHR, we applied an OR 
logic approach: if at least one sentence was classified as 
positive for the presence of metastasis, the entire EHR 
was labelled as positive. Conversely, if no positive sen-
tences were detected, the EHR was classified as negative 
for metastasis.

Our approach is implemented independently of the 
patient-level view, classifying each EHR separately with-
out considering previous or future visits for the same 
patient. However, from a clinical perspective, our method 

Table 1 Domain ontology with the relations among semantic 
categories and related Italian lemmas
Semantic category Italian Lemma
Metastasis metas, secondar
Lesion lesion
Nodule nodul
High metabolic activity (HMA) elevata attività metabolica
TNM staging m +
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can help track a patient’s history by classifying all its 
sequence of visits. The first report classified as positive 
marks the time point when metastasis is first detected. 
Subsequent reports may reference metastasis in different 
ways, reflecting disease progression or treatment effects. 
Classifying each report individually is then essential to 
accurately reconstruct the patient’s medical history over 
time.

Results
Dataset
We applied our MISTIC pipeline by selecting a set of 
68,167 EHRs from the Breast Data Mart of the Italian 
Gemelli Hospital of Rome [28]. The dataset consists of 
different sources, including clinical diaries, medical his-
tory, and radio-diagnostic reports, considered the most 
informative texts to extract metastasis information. An 
overview of the EHRs distribution over the three sources 

is given in Fig. 2, where part (a) shows a prevalence of 
radio-diagnostic reports with a coverage of 50.64% over-
all the dataset, followed by a 34.06% of medical histories 
and a 15.3% of clinical diaries.

Text segmentation
In the pre-processing phase, we implemented a segmen-
tation step using the Python PySBD package [29]. From 
this phase, MISTIC generated a total of 1,088,150 sen-
tences, where EHRs present a median of 12 sentences, 
with a first and third quartile equal to 7 and 17 respec-
tively (Fig. 2, part (b)). We also analyzed the token distri-
bution to assess the advantages of processing sentences 
compared to full EHRs. For this purpose, we used the 
BERT tokenizer from the Sentence Transformer library 
[32]. Our findings show that EHRs have a median count 
of 308, with the first and third quartiles at 205 and 510 
tokens, respectively. In contrast, sentences contain 

Fig. 2 (a) Distribution of the input EHRs over the three sources; (b) distribution of EHRs in terms of: sentences per report, tokens per report and tokens per 
sentence; (c) distribution of the semantic categories over the topic-filtered sentences; (d) gold standard outcome distribution by data source
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significantly fewer tokens, with a median of 21 and an 
interquartile range (IQR) between 12 and 35. Notably, 
only 222 sentences (0.02% of the total sentences) exceed 
the 512-token limit, while 16942 reports (24.85% of the 
total EHRs) exceed the predefined 512 tokens. The above 
distributions are shown in Fig. 2, part (b). Building on 
this comparison, our approach aims to reduce internal 
contradictions by generating shorter and more concise 
texts. Additionally, it helps to mitigate the risk of text 
truncation caused by the token limitations of the sen-
tence transformer model.

Topic analysis
In the topic detection phase, we used Italian lemmas 
from Table 1 to filter the most informative EHR sen-
tences containing information about metastasis. This 
process resulted in the selection of 99,250 sentences 
whose lemma distribution is shown in Fig. 2, part (c). 
The figure shows that lemmas about lesion and nod-
ule semantic categories are the most frequent overall 
the selected sentences, with percentages of 55.18% and 
30.02% respectively. On the contrary, metastasis, high 
metabolic activity and staging represent for the minimal 
part the presence or absence of metastasis, with percent-
ages of 11.39%, 2.62% and 0.79% respectively.

Training
For the training phase, we experimented two fine-tuning 
setups, using 550 and 1100 segments, on the paraphrase-
multilingual-mpnet-base-v21 [32] ST model, available on 
Huggingface [33]. To build the training set, we started 
with silver-labeled sentences, which were first annotated 
by the rule-based classification system and then filtered 
through topic detection. The rule-based system assigned 
to each sentence a label indicating either the presence 
or absence of metastasis according to the five semantic 
categories defined in Table 1. These labels served as the 
basis for sampling and constructing the final training set. 
We then applied a balanced sampling approach, selecting 
either 50 or 100 sentences per category, depending on the 
training setup. For example, in the case of the “nodule" 
category in the 550-dataset setup, we selected 100 sen-
tences (50 labeled by the rule-based system as indicat-
ing the presence of nodules and 50 as indicating their 
absence). In the 1100-segment setup, we doubled the 
sample size to 200 sentences (100 for presence and 100 
for absence). This sampling strategy was applied across 
all five semantic categories, ensuring both positive and 
negative instances were well represented. Additionally, 
the familiarity category was considered as an extra sam-
pling category to help the model distinguish between 
actual metastasis cases and references to metastases in 

1 sentence-transformers/paraphrase-multilingual-mpnet-base-v2

family history. This process resulted in two training sets 
(with 550 and 1100 silver-labeled sentences respectively) 
both ensuring a balanced mix of positive and negative 
examples.

For SetFit fine-tuning, we used the official GitHub 
code repository2 and first performed a grid search to 
find the best hyperparameters for the 550-segment train-
ing setup. The best-performing hyperparameters were 
directly applied also to the 1100-sample setup, with-
out further tuning. The grid search was conducted on 
a machine with 10 CPU cores and 64GB RAM, with no 
GPU involvement. Further details on the grid search 
implementation, including parameter ranges and selected 
values, are provided in Appendix B, in the Supplemen-
tary Materials (Subsect. 4).

Evaluation
We evaluated our approach on a gold standard set of 
300 EHRs, with 100 reports per data source (clinical dia-
ries, medical histories, and radiodiagnostic reports). The 
reports were randomly sampled while ensuring that each 
source maintained a balanced outcome distribution, with 
at least 20% vs. 80% between positive and negative cases 
(Fig. 2, part(d)). Additionally, we ensured that sentences 
from the selected reports were not included in the train-
ing set. The reports were manually annotated by a team 
of physicians with expertise in oncology using a dedi-
cated annotation dashboard. Further details on the anno-
tation process and dashboard functionalities are provided 
in Appendix C, in the Supplementary Materials (Sub-
sect.  4). During inference, each EHR was preprocessed 
through segmentation and topic detection, and then the 
sentence-level classifications were aggregated at the EHR 
level using a logical OR. The evaluation was finally per-
formed by comparing the MISTIC classification against 
the manual annotations.

The MISTIC performance results, evaluated on both 
550-segment and 1100-segment setups, are shown 
in Table  2, presenting overall scores as well as results 
divided by data source. Performance metrics are reported 
in terms of Precision, Recall, F1-score, and Accuracy.

Comparison models
In order to assess the performance of MISTIC, we com-
pared it with several alternative approaches. These meth-
ods do not undergo preprocessing (segmentation and 
topic detection) before classification, allowing us to eval-
uate the effectiveness of our full MISTIC pipeline com-
pared to isolated classification approaches.

Rule-Based Sytem We first considered a pattern-
matching approach, by leveraging the same rule-based 

2 https:/ /github .com/hu ggin gface/setfit
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system used to annotate the silver standard training 
dataset.

Zero-Shot Learning We then evaluate BERT-based 
models for natural language inference (NLI) in a zero-
shot learning setting. To classify the texts, we provide 
the models with the candidate labels presenza di 
metastasi (presence of metastasis) and assenza di 
metastasi (absence of metastasis), allowing them to 
determine whether metastasis is present or absent. The 
models evaluated in this scenario include mDeBERTa-
v3-base-tasksource, mDeBERTa-v3-base-MNLI-XNLI, 
XLM-RoBERTa-large-IT-MNLI, and Comprehend-IT. 
The mDeBERTa-v3-base-tasksource3 and mDeBERTa-
v3-base-MNLI-XNLI4 models are based on the DeBERTa 
architecture [34, 35] and fine-tuned on multilingual 
zero-shot NLI tasks [36, 37]. The XLM-RoBERTa-large-
IT-MNLI5 is a multilingual RoBERTa variant [38], specifi-
cally fine-tuned on zero-shot NLI tasks using the MNLI 
corpus. Finally, the Comprehend-IT6 model is a multilin-
gual variant of T5, designed for multilingual text compre-
hension, including Italian.

Structured Generation We also explored large lan-
guage models (LLMs) within a structured genera-
tion framework using Outlines7 [39], a Python library 
designed to enforce predefined schemas and output con-
straints during text generation. To ensure consistency in 
classification, we implemented a multiple-choice setup, 
where the model was prompted to select between two 
predefined labels: “positive" (indicating the presence of 
metastasis) and “negative" (indicating its absence). The 
following prompt was used:

3 sileod/mdeberta-v3-base-tasksource-nli
4 MoritzLaurer/mDeBERTa-v3-base-mnli-xnli
5 Jiva/xlm-roberta-large-it-mnli
6 knowledgator/comprehend_it-multilingual-t5-base
7 https:   //gith ub. com/do t t xt-ai/outlines

The generative LLMs evaluated were Llama 3.2 3B, 
Minerva 3B, and Mixtral 7B. The Llama 3.2 3B8 model is 
a lightweight version of Meta’s advanced language mod-
els, known for their efficiency and strong NLP perfor-
mance across various tasks [40]. The Minerva 3B9 is an 
Italian-specific LLM, pre-trained to enhance compre-
hension and generation in the Italian language. Finally, 
the Mixtral 7B10 is a mixture of experts (MoE) model, 
designed to optimize the trade-off between performance 
and computational efficiency [41].

Few-Shot Learning In addition to these approaches, 
we also evaluated the overall MISTIC pipeline with an 
alternative sentence encoder, sentence-bert-base-italian-
uncased11, a BERT-based model optimized for sentence 
embeddings in Italian, trained on diverse textual sources 
to enhance semantic similarity tasks. To assess its impact, 
we repeated the fine-tuning process in the 550-segment 
setup, replacing the original sentence transformer in 
the MISTIC pipeline with this model. These and all the 
above results are evaluated in terms of Precision, Recall, 
F1-score, and Accuracy, and are reported in Table 3.

8 meta-llama/Llama-3.2–3B
9 sapienzanlp/Minerva-3B-base-v1.0

10 mistralai/Mixtral-8×7B-v0.1
11 nickprock/sentence-bert-base-italian-uncased

Table 2 MISTIC performance metrics fine-tuned on 550 and 1100 training samples
FT (550 samples) FT (1100 samples)

Data source P R F1 Acc P R F1 Acc
Clinical diary 0.923 0.960 0.941 0.910 0.923 0.960 0.941 0.910
Medical history 0.789 0.984 0.876 0.830 0.782 1.000 0.878 0.830
Radiodiagnostic 0.841 1.000 0.914 0.860 0.830 0.986 0.901 0.840
Overall 0.851 0.981 0.912 0.867 0.844 0.981 0.907 0.860
FT fine-tuned model

P precision, R recall, F1 F1-score, Acc accuracy

Table 3 MISTIC pipeline results compared to the other state-of-
the-art approaches
Model P R F1 Acc
Rule-based system
Pattern-matching 0.961 0.710 0.816 0.777
Zero-shot learning
mDeBERTa-v3-base-MNLI-XNLI 0.746 0.810 0.776 0.673
mDeBERTa-v3-base-tasksource 0.712 0.848 0.774 0.653
Comprehend-IT 0.702 1.000 0.825 0.703
XLM-RoBERTa-large-IT-MNLI 0.737 0.814 0.774 0.667
Structured generation
Llama 3.2 3B 0.706 0.595 0.645 0.543
Minerva 3B 0.723 0.648 0.683 0.580
Mixtral 7B 0.720 0.562 0.631 0.540
Few-shot learning
sentence-bert-base-italian-uncased 0.873 0.952 0.911 0.870
MISTIC 0.851 0.981 0.912 0.867
P precision, R recall, F1 F1-score, Acc accuracy

You are a physician specialized in 
breast cancer. Given the following 
clinical report written in Italian 
language, state if the patient is pos-
itive or negative to metastasis. Clin-
ical report: {text}
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Results and discussion
The results in Table 2 show that, across both MISTIC 
fine-tuning setups, clinical diary achieves the highest 
F1-score (0.941), while Medical History presents the 
most challenging classification scenario, with an F1-score 
of 0.876 in the 550-sentence setup, improving slightly to 
0.878 in the 1100-sentence setup. This aligns with real-
world clinical practice, where Medical History reports are 
typically long, semantically complex, and contain diverse 
types of information spanning multiple time periods. 
For medical history, the 1100-sentence setup performs 
better, suggesting that additional training data helps in 
complex cases. However, for clinical diary and radio diag-
nostic, the 550-sentence setup yields better results, also 
leading to a higher overall F1-score (0.912 vs. 0.907). 
This suggests that increasing the training size does not 
always improve performance, likely because additional 
data introduces noise rather than informative content, 
possibly leading to overfitting. However, MISTIC dem-
onstrated good generalization capabilities, maintaining 
F1-Score above 87% over different data sources.

The results in Table 3 confirm that MISTIC is the best-
performing approach, achieving the highest F1-score 
(0.912). When replacing the sentence encoder with sen-
tence-bert-base-italian-uncased, performance remains 
high (F1 = 0.911), showing that the few-shot learning 
pipeline remains consistently over 90%. This highlights 
the robustness of the MISTIC framework, even with dif-
ferent sentence embeddings. The structured generation 
approach using LLMs performs the worst, with F1-scores 
ranging from 0.631 (Mixtral 7B) to 0.683 (Minerva 3B). 
This suggests that generative models are not well-suited 
for text classification tasks, likely due to their tendency to 
hallucinate and lack of direct optimization for classifica-
tion. Adaptation strategies such as in-context learning or 
massive fine-tuning could potentially improve their per-
formance. The zero-shot BERT-based models outperform 
generative LLMs, achieving F1-scores between 0.774 
and 0.825, but still lower than MISTIC. Their advantage, 
however, lies in the absence of training, making them 
faster and easier to implement, though at the cost of 
lower classification accuracy. Finally, the pattern-match-
ing rule-based system achieves a competitive F1-score of 
0.816, demonstrating its effectiveness as a strong base-
line. However, its recall (0.710) is significantly lower than 
that of MISTIC, indicating that it fails to capture a por-
tion of metastasis-positive cases, making it less reliable 
for comprehensive classification.

We have seen MISTIC outperforming other com-
parison models in terms of performance metrics, but its 
advantages go beyond accuracy. Table  4 highlights key 
factors such as training data needs, explainability, gen-
eralization, computational demand, automation and 
manual effort. Rule-based systems require manual rule 

creation, making them highly explainable but lacking 
generalization, as they are tailored to specific sources. 
Zero-shot BERT models and LLMs, implemented with-
out training, are fully automated but not explainable, as 
their reasoning cannot be traced. While their context 
mechanisms enable generalization, they are computa-
tionally demanding, especially LLMs.

MISTIC combines strong generalization across data 
sources, with moderate training needs (few-shot envi-
ronment) and full automation, making it a strong alter-
native to rule-based, zero-shot BERT, and generative 
LLM models. Additionally, its segmentation and topic 
detection steps enhance explainability by breaking 
down clinical text into meaningful segments and iden-
tifying key metastasis-related lemmas. This structured 
approach ensures that classification decisions are made 
on specific, relevant portions of texts. By linking predic-
tions to distinct textual elements, the model provides 
transparency into its decision-making process, allowing 
researchers to trace how and why a particular classifica-
tion was made. The topic analysis in Fig. 2 part(c) also 
shows the key-lemmas distribution over text segments, 
demonstrating how the modelling process is controlled 
by focusing on informative segments in both the train-
ing and inference phases. This approach reduces noise, 
ensuring that the model is trained and applied only to 
clinically relevant text, improving both accuracy and 
interpretability. From a computational perspective, MIS-
TIC maintains low resource requirements, running with-
out a GPU. The grid search and fine-tuning took 27  h 
and 1 h, respectively, on a 10-core machine with 64 GB 
RAM, while inference required only few seconds. While 
not included in our experiments, there exist other few-
shot learning approaches discussed in the literature, such 
as meta-learning [42] and prototypical networks [43], 
which typically prioritize performance but at the cost of 
less interpretability, making their decision-making pro-
cess not transparent. Furthermore, although MISTIC 
operates in a fully automated manner, its explainability 
supports post-hoc validation and expert review, aligning 
with principles of Evaluative AI [44, 45], which emphasize 
the importance of transparency and clinical oversight. 

Table 4 Comparison of different approaches in terms of key 
factors
Criterion Zero-shot 

BERT
Genera-
tive LLM

Rule-based MIS-
TIC

Training data No No Predefined 
rules

Few

Explainability No No Yes Yes
Generalization Yes Yes No Yes
Computational 
demand

Moderate High Low Mod-
erate

Automation Full Full Partial Full
Manual effort Low Low High Low
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These results reinforce MISTIC as a practical solution 
for clinical text classification, achieving a balance among 
generalization, computational effort, explainability and 
automation.

In terms of comparison with the literature, in another 
study [21], we applied a LLaMA [46] instruction-tuning 
for metastasis classification, ensembling it with a BERT-
based classifier. While achieving an F-score of 88.8%, its 
performance was lower than MISTIC’s 91.2%, highlight-
ing the advantages of using ST in a few-shot learning 
pipeline, with integrated preprocessing steps. Similarly, 
other studies have explored language-specific models 
for breast cancer feature extraction, such as Cancer-
BERT [47], an approach for the English clinical reports 
which achieves performance up to 90.4%, and a BERT-
based approach for Spanish, with a F-Score above 93% 
[23]. While MISTIC does not always achieve the high-
est metrics compared to the other studies, it shows great 
potential, especially considering that Italian is a minor 
language, less represented in medical NLP research.

Building on these results, we aim to expand our pipe-
line to new clinical outcomes and explore its application 
in other pathological domains, while continuing to focus 
on the Italian language, which remains less explored 
compared to other major languages in medical NLP. 
Furthermore, we plan to integrate these tools within our 
hospital RWE, improving the automation and scalabil-
ity of clinical text analysis to support and improve both 
research and patient care.

Conclusions
This paper presents MISTIC, a transformer-based clas-
sifier fine-tuned for breast metastasis classification in a 
few-shot learning framework. To evaluate its effective-
ness, we compared it against a pattern-matching system 
leveraging regex-based rules, word distances, and text 
structure, as well as zero-shot BERT-based models, and 
LLMs implemented in a structured generation frame-
work. Additionally, our pipeline was tested across differ-
ent training setups of varying training size, and evaluated 
on multiple data sources, to verify its robustness and 
adaptability in diverse clinical texts.

Results show that MISTIC achieves an F1-Score of 
0.912, outperforming all other approaches while requir-
ing minimal training data. In contrast, rule-based systems 
demand extensive human effort for rule development and 
fail to generalize to new data, despite offering some level 
of explainability. Likewise, zero-shot BERT models and 
LLMs, although fully automated, function as black boxes, 
deliver inferior performance, and need high computational 
resources. Overall, our proposed pipeline combines supe-
rior performance, robust generalization, and clear explain-
ability without extensive manual intervention, making it a 
potential solution for clinical text classification.

To further enhance its usability, we plan to extend MIS-
TIC to other types of tumors and new clinical outcomes, 
such as disease progression and treatment changes, 
while continuing to focus on the Italian language, which 
remains underexplored in healthcare NLP. This expan-
sion would enable the deployment of a highly adaptable 
tool for real-world clinical practice in the hospitals.

With its promising results, MISTIC provides a scalable 
and efficient solution for processing clinical information, 
addressing the traditionally manual and resource-inten-
sive task of building retrospective RWE oncological data-
sets. By automatically extracting metastasis-related data 
from clinical reports, it reduces the need for extensive 
human effort while ensuring structured data essential 
for healthcare applications and observational studies. Its 
strong performance makes it a valuable tool for advanc-
ing research and RWE generation in oncology.
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