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Abstract
Background  The HELLP syndrome represents three complications: hemolysis, elevated liver enzymes, and low 
platelet count. Since the causes and pathogenesis of HELLP syndrome are not yet fully known and well understood, 
distinguishing it from other pregnancy-related disorders is complicated. Furthermore, late diagnosis leads to a delay 
in treatment, which challenges disease management. The present study aimed to present a machine learning (ML) 
attitude for diagnosing HELLP syndrome based on non-invasive parameters.

Method  This cross-sectional study was conducted on 384 patients in Tajrish Hospital, Tehran, Iran, during 2010–2021 
in four stages. In the first stage, data elements were identified using a literature review and Delphi method. Then, 
patient records were gathered, and in the third stage, the dataset was preprocessed and prepared for modeling. 
Finally, ML models were implemented, and their evaluation metrics were compared.

Results  A total of 21 variables were included in this study after the first stage. Among all the ML algorithms, multi-
layer perceptron and deep learning performed the best, with an F1 score of more than 99%.In all three evaluation 
scenarios of 5fold and 10fold cross-validation, the K-nearest neighbors (KNN), random forest (RF), AdaBoost, XGBoost, 
and logistic regression (LR) had an F1 score of over 0.95, while this value was around 0.90 for support vector 
machine (SVM), and the lowest values were below 0.90 for decision tree (DT). According to the modeling output, 
some variables, such as platelet, gestational age, and alanine aminotransferase (ALT), were the most important in 
diagnosing HELLP syndrome.

Conclusion  The present work indicated that ML algorithms can be used successfully in the development of HELLP 
syndrome diagnosis models. Other algorithms besides DTs have an F1 score above 0.90. In addition, this study 
demonstrated that biomarker features (among all features) have the most significant impact on the diagnosis of 
HELLP syndrome.
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Introduction
The HELLP syndrome, first reported in 1982, is a rare 
and sudden complication occurring in women during 
pregnancy or after childbirth [1–3]. This syndrome rep-
resents three complications of hemolysis, increased liver 
enzymes, and low platelet count, affecting 0.2–0.6% of 
pregnancies worldwide [1, 4]. Since the causes and patho-
genesis of HELLP syndrome are not yet fully known and 
well understood, distinguishing it from other pregnancy-
related disorders is complicated [1, 5, 6]. Furthermore, 
late diagnosis leads to a delay in treatment, which chal-
lenges disease management [5, 6]. In addition to its side 
effects, including intravascular coagulation, placental 
abruption, pulmonary edema, and retinal detachment, 
this syndrome causes perinatal complications like death 
[2, 4]. Consequently, timely diagnosis of HELLP syn-
drome is vital and life-saving to prevent complications in 
the mother and fetus [7].

The related studies usually employed a limited num-
ber of HELLP patients and did not provide comprehen-
sive information regarding the prognostic factors for 
adverse outcomes in patients [2]. While some scholars 
have described HELLP syndrome as an advanced type 
of pregnancy poisoning, others considered it of a dif-
ferent nature [6, 8]. Given such discrepancy in the find-
ings, HELLP syndrome is required to be recognized as a 
distinct entity from other related complications during 
pregnancy [9]. Although some algorithms are employed 
using the mother’s biochemical and clinical changes 
in early pregnancy to predict pregnancy poisoning, no 
accurate algorithm has been found to predict the HELLP 
syndrome. Considering the controversial relationship 
between this syndrome and preeclampsia, this syndrome 
is a hypertensive pregnancy disorder with a more severe 
inflammatory reaction compared to preeclampsia [8]. 
The HELLP can be different from preeclampsia because 
15–20% of patients with HELLP do not have antecedent 
hypertension or proteinuria [10].

The occurrence prediction and early diagnosis of preg-
nancy-related diseases enable physicians to take pre-
ventive measures and try more effective and risk-based 
pregnancy care pathways [11, 12]. Clinical decisions are 
often made based on the intuition and experience of 
practitioners, not based on the rich information found in 
scientific databases. This practice leads to unwanted bias, 
errors, and excessive medical costs, which affects the 
quality of services provided to patients [13]. The patient 
records are among the main sources for conducting med-
ical research [9]. Given the exponential development of 
medical databases and resources, extracting knowledge 
from all available data using traditional processing and 
analysis methods is time-consuming. The informatic 
tools play a significant role in analyzing these data to pro-
vide meaningful tools, such as data mining, for diagnosis, 

prognosis, and treatment purposes. Data mining uses 
various techniques to extract valuable information or 
knowledge from data. These techniques can be employed 
to collect data from all fields of science, including medi-
cine [14–16]. Data mining consists of the process of 
determining and analyzing hidden information to dis-
cover useful knowledge. In this vein, discovering hidden 
patterns through data mining has significantly improved 
our understanding of disease diagnosis, progression, 
management, quality of care, and clinical decision-mak-
ing by medical professionals (as the main factor of suc-
cess in the healthcare process) [16–19]. Insights obtained 
from data mining indicate that maintaining a high level 
of care can affect cost, income, and operational efficiency 
[1]. The purpose of the development of a model in data 
mining projects is to discover knowledge and achieve 
results that are practical in the future [18].

Since the causes of HELLP syndrome are not well 
understood, the present study employed a data mining 
process to discover the required knowledge in preventing 
and diagnosing this syndrome in time. Five data-mining 
algorithms were used to investigate the retrospective 
data (including the demographic, clinical, and molecular 
factors affecting the diagnosis of HELLP syndrome) col-
lected from a population of mothers within 25–37 weeks 
of pregnancy who showed evidence of hemolysis, low 
platelets, and abnormal liver tests. In addition, the pres-
ent study aimed to compare and discover the patterns 
effective in the development of this syndrome compared 
to pregnancy poisoning. Given the difficulty of the diag-
nosis of HELLP syndrome, using ML for prediction can 
assist in easier detection of this condition and increase 
the accuracy of diagnoses.

Background
Moreira et al. proposed a model using artificial neural 
networks (ANNs) and fuzzy logic to predict HELLP syn-
drome in high-risk pregnancies. In the model, the learn-
ing capacity of ANNs was combined with the reasoning 
ability of fuzzy systems. The model employed mobile 
cloud computing in mind by avoiding diffuse inference, 
which required considerable computational effort. This 
study has reported an F1 score of 70.5% [1].

In another study, Melinte-Popescu et al. (2023) pre-
dicted the severity of HELLP syndrome using machine 
learning (ML) algorithms. They evaluated and compared 
the predictive performances of four ML-based mod-
els (decision tree [DT], random forest [RF], K-nearest 
neighbor (KNN), Naïve Bayes [NB]) to predict HELLP 
syndrome and its subtypes according to the Mississippi 
classification. In this study, all clinical and paraclinical 
features, including mother’s age, number of pregnan-
cies, being a smoker, mother’s history of unsuccessful 
pregnancy, constant blood pressure and chronic kidney 
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diseases, edema, gender, infant death, mother’s death, 
headache, nausea, epigastric pain, platelet, aspartate 
aminotransferase, and lactate dehydrogenase were used. 
The results indicated that HELLP syndrome is better pre-
dicted by DT (F1 Score = 94%) and KNN (F1 Score = 94%) 
[20].

Moreover, Melinte-Popescu et al. published a paper in 
2023 entitled “Predictive Performance of Machine Learn-
ing-Based Methods For the Prediction of Preeclampsia—
A Prospective Study.” This study aimed to evaluate and 
compare the predictive performances of ML-based mod-
els for the prediction of preeclampsia and its subtypes, 
such as HELLP syndrome. This prospective case-control 
study evaluated pregnancies in women who attended a 
tertiary maternity hospital in Romania between Novem-
ber 2019 and September 2022. The patients’ clinical and 
paraclinical characteristics were evaluated in the first 
trimester and were included in four ML-based models: 
DT, NB, support vector machine (SVM), and RF, and 
their predictive performance was assessed. Early-onset 
preeclampsia (EO-PE) was best predicted by DT (accu-
racy: 94.1%) and SVM (accuracy: 91.2%) models, while 
NB (accuracy: 98.6%) and RF (accuracy: 92.8%) models 
had the highest performance when used to predict all 
types of preeclampsia. The predictive performance of 
these models was modest for moderate and severe types 
of preeclampsia, with accuracies ranging from 70.6 to 
82.4% [4]. The ML-based models could be useful tools for 
EO-PE prediction and could differentiate patients who 
will develop preeclampsia as early as the first trimester of 
pregnancy [21].

Furthermore, Villalaín et al. published a paper to pre-
dict the delivery within seven days after diagnosis of 
EO-PE using ML models. They aimed to develop a pre-
diction model using ML tools for the need for delivery 
within seven days of diagnosis (model D) and the risk 
of developing HELLP syndrome or abruptio placentae. 
Maternal basal characteristics and data gathered during 
EOPE diagnosis: gestational age, blood pressure, plate-
lets, creatinine, transaminases, angiogenesis biomarkers 
(soluble fms-like tyrosine kinase-1, placental growth fac-
tor), and ultrasound data were pooled for analysis. The 
most relevant variables were selected by bio-inspired 
algorithms. They developed basal models that solely 
included demographic characteristics of the patient (D1, 
HA1) and advanced models, adding information available 
upon diagnosis of EOPE (D2, HA2). First, they devel-
oped a predictive model of the need for delivery within 
seven days of diagnosis (model D), considering this as 
the window of the effect of antenatal corticosteroids on 
fetal maturation. Second, they developed a model to cal-
culate the risk of developing HELLP syndrome or abrup-
tio placentae at any point after EOPE diagnosis (model 
HA), as these are the most acute and harder-to-predict 

complications. In their case, they tried SVM, KNN algo-
rithm, Gaussian Naïve Bayes (GNB), and DT models and 
selected them relying on the F1 score metric. At the time 
of diagnosis of EOPE, SVM with evolutionary feature 
selection process provided good predictive information 
of the need for delivery within seven days and develop-
ment of HELLP/abruptio placentae, using maternal char-
acteristics and markers that can be obtained routinely 
[22].

In 2022, Zheng et al. conducted a retrospective study 
to compare ML and logistic regression (LR) as predictive 
models for adverse maternal and neonatal outcomes of 
preeclampsia. The objective of this study was to evaluate 
the performance of ML and LR in developing short-term 
predictive models for binary maternal or neonatal out-
comes involving preeclampsia, such as HELLP syndrome. 
The models were generated by common clinical indica-
tors. They employed LR and six ML methods as binary 
predictive models for a dataset containing 733 women 
diagnosed with preeclampsia. The participants were 
grouped by four different pregnancy outcomes. After the 
imputation of missing values, statistical description and 
comparison were conducted preliminarily to explore the 
characteristics of the documented 73 variables. Sequen-
tially, correlation analysis and feature selection were 
performed as preprocessing steps to filter contributing 
variables for developing models. In addition, the mod-
els were evaluated by multiple criteria. The RF classifier, 
multi-layer perceptron (MLP), and SVM demonstrated 
better discriminative power for prediction by compar-
ing the area under the receiver operating characteris-
tic (ROC) curve. However, the DT classifier, RF, and LR 
yielded better calibration ability, as verified by the cali-
bration curve [23].

Chen et al. published a paper to predict adverse out-
comes in de novo hypertensive disorders of pregnancy 
(HDP). A multitude of ML statistical methods were 
employed to develop two prediction models, one for 
maternal complications, including HELLP syndrome, and 
the other for perinatal deterioration. The maternal model 
using the RF algorithm produced an area under the curve 
(AUC) of 0.984 (95% CI (0.978, 0.991)). The best predic-
tor variables selected by the model were platelet count, 
fetal head/abdominal circumference ratio, and gesta-
tional age at the diagnosis of de novo HDP; the perinatal 
model using the boosted tree algorithm yielded an AUC 
of 0.925 (95% CI (0.907, 0.945]). The most robust predic-
tor variables selected were gestational age at the diagno-
sis of de novo HDP, fetal femur length, and fetal head/
abdominal circumference ratio. These prediction models 
can help identify de novo HDP patients at increased risk 
of complications who might need intense maternal or 
perinatal care [24].
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Moreover, in 2022, Huang et al. conducted a study 
that predicted preeclampsia complicated by fetal growth 
restriction and its perinatal outcome based on an ANN 
model. In this study, authors tried to adopt an ANN to 
assess the effect and predictive value of changes in mater-
nal peripheral blood parameters and clinical indicators 
on pregnancy outcomes, such as HELLP syndrome in 
patients with preeclampsia complicated by fetal growth 
restriction. A total of 15 factors—maternal age, pre-
pregnancy body mass index, inflammatory markers (neu-
trophil-to-lymphocyte ratio and platelet-to-lymphocyte 
ratio), coagulation parameters (prothrombin time and 
thrombin time), lipid parameters (high-density lipopro-
tein, low-density lipoprotein, and triglyceride counts), 
platelet parameters (mean platelet volume and plate-
let crit), uric acid, lactate dehydrogenase, and total bile 
acids—were correlated with preeclampsia complicated 
by FGR. A total of six ANNs were constructed with the 
adoption of these parameters. The accuracy, sensitivity, 
and specificity of predicting the occurrence of the follow-
ing diseases and adverse outcomes were respectively as 
follows: 84.3%, 97.7%, and 78% for preeclampsia compli-
cated by FGR; 76.3%, 97.3%, and 68% for provider-initi-
ated preterm births: 81.9%, 97.2%, and 51% for predicting 
the severity of FGR; 80.3%, 92.9%, and 79% for premature 
rupture of membranes 80.1%, 92.3%, and 79% for post-
partum hemorrhage; and 77.6%, 92.3%, and 76% for fetal 
distress [25].

Ejiwale et al. published a paper in 2021 entitled “Predic-
tion of Concurrent Hypertensive Disorders in Pregnancy 
and Gestational Diabetes Mellitus Using ML Tech-
niques.” This retrospective study sought to investigate, 
construct, evaluate, compare, and isolate a supervised 
ML predictive model for the binary classification of co-
occurring HDP and gestational diabetes mellitus (GDM) 
in a cohort of otherwise healthy pregnant women. A total 
of 33 models were constructed with the following six 
supervised ML algorithms: LR, RF, DT, SVM, Stacking 
Classifier (SC), and Keras Classifier (a deep learning [DL] 
classification algorithm). All the algorithms were evalu-
ated using the Stratified K-fold cross-validation (k = 10) 
method. The findings of this study indicated that the use 
of readily available routine prenatal attributes and appro-
priate ML methods can reliably predict the co-existence 
of HDP and GDM [26].

In another investigation in 2020, Marik et al. aimed 
to predict pregnancy toxicity through ML. This study 
sought to employ all clinical and laboratory data avail-
able during prenatal visits in early pregnancy, including 
HELLP syndrome, and use them to develop a predictive 
model for pregnancy poisoning. A total of 16,370 records 
were used in this study, and 67 variables that were exam-
ined in different models included the mother’s charac-
teristics, medical history, usual laboratory results before 

birth, and drug use. In this research, a set of significant 
features for prediction was identified, and the use of 
usual information on the risk of pregnancy poisoning was 
predicted. In this work, two algorithms, gradient boost-
ing and elastic net, were employed, and the highest per-
formance was an AUC of 89% [27].

Furthermore, in 2019, Moreira et al. published a paper 
entitled “Data Analytics in Mobile Health Environments 
For High-risk Pregnancy Outcome Prediction.” They pro-
posed the development, performance evaluation, and 
comparison of ML algorithms based on Bayesian net-
works capable of identifying at-risk pregnancies based on 
the symptoms and risk factors presented by the patients. 
The performance comparison of several Bayes-based 
ML algorithms determined the best-suited algorithm 
for predicting, identifying, and accompanying HDP. The 
contribution of this study focused on finding a smart 
classifier for the development of novel mobile devices, 
which presented reliable results in the identification of 
problems related to pregnancy. Through the well-known 
cross-validation method, this proposal was evaluated and 
compared with other recent approaches. The averaged 
one-dependence estimators presented better results on 
average than the other approaches. These findings are key 
to improving the health monitoring of women suffering 
from high-risk pregnancies around the world. Therefore, 
this study can contribute to a reduction in both maternal 
and fetal deaths [28].

Table 1 presents a summary of the reviewed literature.

Materials and methods
The present research is a descriptive cross-sectional 
study conducted in four stages. In the first stage, data ele-
ments were identified. Then, patient records were gath-
ered, and in the third stage, the dataset was preprocessed 
and prepared for modeling. Finally, ML models were 
implemented and evaluated.

Data element identification
Given the nature of this study, the first step was to iden-
tify the effective data elements in the diagnosis of HELLP 
syndrome, based on which data collection should be 
conducted. In order to identify the data elements, first, 
a literature review was conducted. According to the 
minimum clinical datasets, this literature review ensures 
that the set of data elements is considered for inclusion 
in the comprehensive set of elements [29]. The literature 
review was conducted using electronic databases, includ-
ing the Scientific Information Database (SID, in Per-
sian), PubMed, Scopus, Web of Science, Medline, and 
the Google Scholar search engine, to identify appropri-
ate related resources. All the full texts were assessed, and 
data elements were extracted after excluding the irrel-
evant papers. Then, an interview was conducted with a 
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Study/Year Country Methods Used Datasets Performance 
Metrics

Outcomes

Moreira/2021[1] Brazil ANNs and fuzzy 
logic

This study considered 205 parturient 
women diagnosed with HDP. Among 
these, seven pregnant women pre-
sented HELLP syndrome.

Precision, 
Recall, F1 
score, AUC

Performance of the neuro-fuzzy 
model for HELLP syndrome:
Precision: 0.692
Recall: 0.600
F1-score: 0.643
AUC: 0.807

Melinte-Popes-
cu/2023 [20]

Romania DT, NB, K-NN, 
and RF

The 161 pregnant patients affected by 
HELLP syndrome were subsequently 
divided into the following subgroups 
according to the Mississippi classifica-
tion: Subgroup 1 (Class 1, n = 21), sub-
group 2 (Class 2, n = 35), and subgroup 
3 (Class 3, n = 25)

Precision, 
AUC, F1 score

F1 score for all HELLP types: DT: 80%
RF: 89%
NB: 87%
KNN: 87%

Melinte-Popes-
cu/2023 [21]

Romania DT, NB, SVM, RF A total of 233 patients were included 
in the study.

AUC, Preci-
sion, Recall, 
F1 Score

F1 Score for all types of preeclampsia:
DT: 0.93
NB: 0.98
SVM: 0.88
RF: 0.93

Villalaín/2022 [22] Spain SVM, KNN, GNB, 
DT

A total of 215 patients were included, 
among them, 103 required delivery 
within seven days of diagnosis.

Sensitivity, 
Specificity, 
AUC

K-NN in D1: precision of 0.68 ± 0.09, 
with 63.6% sensitivity, 71.4% specific-
ity. Models at diagnosis SVM D2: 
precision improved to 0.79 ± 0.05 with 
77.3% sensitivity and 80.1% specificity.

Zheng/2022 [23] Italy LR, KNN, RF, MLP, 
SVM, DT, Linear 
discriminant 
analysis (LDA)

A dataset containing 733 women 
diagnosed with preeclampsia.
Participants were grouped by four 
diferent pregnancy outcomes.

Sensitivity, 
Specificity, 
AUC

AUC for Adverse maternal outcome:
KNN: 0.911
DT: 0.908
RF: 0.963
SVM: 0.976
MLP: 0.973
LDA: 0.961
LR: 0.958

Chen/2022 [24] China RF, C5.0, bagged 
CART, boosted 
trees, KNNs, 
neural network, 
flexible dis-
criminant analysis, 
boosted LR, naïve 
Bayesian, single 
C5.0 tree, boosted 
generalized 
linear model, 
elastic net, partial 
least squares, 
nearest shrunken 
centroids, bagged 
MARS, and tree 
models from ge-
netic algorithms

This study included pregnant women 
who delivered at the Tongzhou Ma-
ternal and Child Health Care Hospital 
of Beijing

Sensitivity, 
Specificity, 
AUC

The maternal model using the RF 
algorithm produced an AUC of 0.984

Huang/2022 [25] China ANN A total of 270 pregnant patients with 
preeclampsia complicated by Fetal 
growth restriction who delivered in the 
Obstetrics Department of the Fujian 
Provincial Maternity and Children’s 
Hospital between January 2010 and 
December 2018 were selected as the 
study group

Accuracy, 
Sensitivity, 
Specificity, F1 
Score

Preeclampsia complicated by fetal 
growth:
Accuracy: 84.3%
sensitivity = 97.7%
specificity = 78%
F1 score = 81%

Table 1  Summary of the reviewed literature
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group of experts in the field of obstetrics. These inter-
views were face-to-face, and each interview was con-
ducted for one hour at a maximum. After five interviews 
and a thematic analysis of the data obtained using MAX-
QDA (version 12) software, data elements were extracted.

Data collection
In the second stage, patients’ records were collected at 
Shohadaye Tajrish Hospital in Tehran, Iran. These data 
were collected from patients between 2010 and 2021. In 
this study, the data of 384 pregnant mothers were ana-
lyzed, including 375 with pre-eclampsia (129 with severe 
pre-eclampsia, 175 with moderate pre-eclampsia, and 72 
with mild pre-eclampsia), 2 with eclampsia, and 6 with 
HELLP syndrome. It is worth mentioning that the data 
has been collected without identifying variables, such as 
name, surname, and national ID number.

Data preparation
In the third stage, the developed dataset was prepared 
for modeling. The dataset did not contain missing data; 
however, due to being imbalanced, the Synthetic Minor-
ity Oversampling Technique (SMOTE) method was 
employed to make it balanced. The validity of data and 
labels was rechecked by an expert, and in case of the 
presence of any outlier, the correct value was replaced 
using the patient’s medical record. Considering that the 
main objective of the present study was the diagnosis of 
HELLP syndrome and determining the factors affecting 
the diagnosis of this disease, patients with HELLP syn-
drome were labeled as 1 and other cases were labeled as 
0.

Modeling and evaluation
In the final stage, multiple algorithms were studied, 
and based on their initial results on the data elements, 
they were compared. Ultimately, the algorithm that had 
acceptable initial results was chosen for use in this study. 

These nine ML algorithms included network-based algo-
rithms (MLP and DL), ensemble algorithms (RF, XGB-
boost, and Adaboost), and classic algorithms (DT, SVM, 
LR, and KNN). The ML models were implemented using 
Python programming language. For cross-validation, the 
holdout method was used by dividing the dataset into 
70% of the training set and 30% of the test set and then 
using the k-fold method with k = 5 and k = 10. Evaluation 
indices for each implemented model were calculated for 
accuracy, precision, sensitivity, F1 score, and AUC. In 
order to select the best algorithm, the implemented mod-
els were compared based on the F1 score. Finally, accord-
ing to the best model obtained, the importance of the 
variables in the model as effective features in the diagno-
sis of HELLP syndrome was reported.

Multi-layer Perceptron (MLP)
The MLP algorithm is a type of feedforward ANN that 
consists of multiple layers of nodes, each connected 
to nodes in the adjacent layers. It is a supervised learn-
ing algorithm that uses a backpropagation algorithm to 
update the weights of the connections between nodes 
to minimize the error between the predicted output and 
the actual output. The MLP is a versatile algorithm that 
can be applied for various tasks, including classifica-
tion, regression, and pattern recognition. It is known for 
its ability to learn complex patterns in data and is com-
monly used in applications such as image and speech 
recognition.

Deep learning (DL)
The DL is a subset of ML that involves ANNs with mul-
tiple layers (hence the term “deep”). These networks are 
capable of learning complex patterns and relationships 
in data by automatically extracting and transforming 
features at different levels of abstraction. The DL algo-
rithms have been successfully applied to various tasks, 
such as image and speech recognition, natural language 

Study/Year Country Methods Used Datasets Performance 
Metrics

Outcomes

Ejiwale/2021[26] USA LR, RF, DT, SVM, 
SC, and Keras 
Classifier

This study analyzed a sub-sample 
(n = 4624, n_features = 38) of a labelled 
maternal perinatal dataset collected 
by the PeriData.Net® database from a 
participating community hospital in 
Southeast Wisconsin

Precision, 
Recall, AUC, 
F1 score

For F1, its highest mean score was 
from DTree Model Set 2 (4.93%)

Marik/2020 [27] USA Elastic net, 
gradient boosting 
algorithm

A total of 16,370 records were used in 
this study

AUC, 
sensitivity

The obtained prediction model for 
preeclampsia yielded an AUC of 0.79 
and sensitivity of 45.2%.

Moreira/2019 [28] Brazil NB, TAN,
average one
dependence
estimators

Not reported Precision, F1 
Score, AUC, 
MCC

F1 Score for prediction of the delivery 
outcome for the pregnant woman:
NB: 0.923
TAN: 0.950 average one dependence 
estimators: 0.944

Table 1  (continued) 
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processing, and autonomous driving. Some popular DL 
architectures include convolutional neural networks 
(CNNs) for image recognition, recurrent neural networks 
(RNNs) for sequence prediction, and generative adver-
sarial networks (GANs) for generating realistic images.

Random Forest (RF)
The RF is an ensemble learning algorithm that com-
bines multiple DTs to create a more robust and accurate 
model. Each DT in the RF is built using a subset of the 
training data and a random selection of features, which 
helps to reduce overfitting and improve generalization. 
The final prediction is made by aggregating the predic-
tions of all the individual trees, either through a majority 
voting mechanism for classification tasks or averaging for 
regression tasks. The RF is known for its high accuracy, 
scalability, and ability to handle large datasets with high 
dimensionality. It is also resistant to overfitting and noise 
in the data, making it a popular selection for various ML 
tasks.

XGBoost
The XGBoost is a powerful and efficient ML algorithm 
known for its speed and performance in handling large 
datasets. It belongs to the ensemble learning method of 
boosting, where multiple weak learners are combined to 
create a strong learner. The XGBoost utilizes a gradient 
boosting framework, which focuses on minimizing the 
loss function by adding new models that complement the 
shortcomings of existing models. It is highly customiz-
able, allowing users to tune parameters, such as learning 
rate, maximum depth of trees, and the number of boost-
ing rounds to optimize performance. The XGBoost is fre-
quently employed in various ML competitions and has 
been proven to achieve state-of-the-art results in various 
applications.

AdaBoost
The AdaBoost is a popular ensemble learning algorithm 
that combines multiple weak classifiers to create a strong 
classifier. The algorithm works by sequentially training 
a series of weak learners on the training data, with each 
subsequent learner focusing on the instances that were 
misclassified by the previous learners. The predictions of 
each weak learner are then combined through a weighted 
sum to make the final prediction. The AdaBoost is par-
ticularly effective in dealing with complex classification 
problems and has been successfully applied in a wide 
range of domains, including computer vision, speech rec-
ognition, and bioinformatics.

Decision tree (DT)
The DT algorithm is a popular supervised ML technique 
used for classification and regression tasks. It works by 

recursively splitting the dataset into subsets based on the 
value of a certain attribute, with the purpose of develop-
ing a tree-like structure where each internal node repre-
sents a decision based on an attribute, and each leaf node 
represents the class label or predicted value. The DTs are 
easy to interpret and visualize, making them useful for 
understanding the underlying patterns in the data. How-
ever, they can be prone to overfitting if the tree is too 
deep or complex and may not perform well on datasets 
with high dimensionality or noisy data. Various exten-
sions and ensemble methods, such as RF and Gradient 
Boosting, have been developed to address these limita-
tions and improve the performance of DTs.

Support Vector Machine (SVM)
The SVM is a robust supervised learning algorithm com-
monly used for classification and regression tasks. The 
main objective of SVM is to find the hyperplane that best 
separates the data points into different classes by maxi-
mizing the margin between the classes. It works by map-
ping the input data into a higher-dimensional space and 
finding the optimal hyperplane separating the classes 
with the maximum margin. The SVM effectively handles 
high-dimensional data and is known for its ability to gen-
eralize well to unseen data. In addition, SVM can handle 
non-linear data by using kernel functions to map the data 
into a higher-dimensional space.

Logistic regression (LR)
The LR is a statistical model employed for binary classifi-
cation tasks where the output variable is categorical and 
includes two classes. It works by estimating the probabil-
ity that a given input belongs to a particular class, using 
a logistic function to map the input features to the out-
put. The model calculates the log-odds of the probabil-
ity that the input belongs to the positive class and then 
applies a sigmoid function to convert this into a probabil-
ity score between 0 and 1. During training, the algorithm 
adjusts the weights of the input features to minimize the 
error between the predicted probabilities and the actual 
class labels. The LR is a simple yet powerful algorithm 
frequently used in various fields, such as healthcare, 
finance, and marketing, for its interpretability and ease of 
implementation.

K-Nearest Neighbor (KNN)
The KNN algorithm is a simple and intuitive ML algo-
rithm for classification and regression tasks. In KNN, the 
algorithm classifies new data points based on the major-
ity class of its KNN in the training dataset. The value 
of k is a hyperparameter that can be tuned to optimize 
the model’s performance. The KNN is a non-parametric 
algorithm, meaning it makes no assumptions regard-
ing the underlying data distribution. This makes KNN a 
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versatile algorithm that can be applied to a wide range 
of datasets and is particularly useful for datasets with 
non-linear relationships. However, KNN can be compu-
tationally expensive, especially with large datasets, as it 
requires calculating the distance between all data points 
in the training set.

Results
Identified data elements
Table 2 indicates the list of data elements that were iden-
tified in this study. Variables were classified into four cat-
egories: demographics, medical history, test results, and 

outcome. In this research, the diagnosis feature in the 
outcome category was the target feature.

Data gathering and Preparation
The number of samples gathered in this study was equal 
to 384. The descriptive statistics of the variables of this 
dataset are presented in Table  1. In this data set, after 
applying preliminary pre-processing, such as changing 
the shape of some variables from a string to a number 
due to the imbalance of the dataset, Random Under-
Sampling, Near Miss Under-Sampling, Adaptive Syn-
thetic Sampling (ADASYN), and SMOTE methods were 
employed for balancing. Among these methods, SMOTE 
outperformed based on the final results. Using the 
SMOTE method, the number of samples increased from 
384 to 757. In this sampling process, the percentage of 
the positive class with HELLP syndrome was 1.5%, and 
after applying SMOTE, this class was increased to 48%. 
Tables 3 and 4 present descriptions of nominal and quan-
titative variables, respectively.

Modeling
Several algorithms were applied for modeling, among 
which seven were selected for reporting in this work 
based on the characteristics of the dataset and the evalu-
ation results of the models. These algorithms included 
DT, MLP neural network, KNN, SVM, DL, RF, AdaBoost, 
XGBboost, LR and holdout; k-fold (k = 5, k = 10) modes 
were used for validation. Therefore, three different mod-
els were created and validated for each algorithm using 
these three validation methods. The evaluation results for 
a better comparison of the algorithms are presented in 
Tables 5 and 6, and 7.

According to the results, the MLP algorithm achieved 
the best performance among all algorithms in the hold-
out cross-validation method with F1 Score = 0.994. The 
ROC diagram of this model is indicated in Fig. 1. More-
over, Table 8 presents the confusion matrix for the best 
model.

In both 5-fold and 10-fold cross-validation meth-
ods, the DL algorithm with F1 Score = 0.989 and F1 
Score = 0.993, in respective order, outperformed the 

Table 2  The dataset features and their descriptions
Type Row Feature Type Role
Base-line 1 Mother-age Quantitative Input

2 Gestational-age Quantitative Input
3 Gravidity Quantitative Input
4 Abortion Quantitative Input
5 Mother-BMI Quantitative Input
6 Twin Qualitative

(No = 0, Yes = 1)
Input

Clinical 7 Systolic-Blood-pressure Quantitative Input
8 Systolic-Blood-pressure Quantitative Input
9 Epigaster pain Qualitative 

(No = 0, Yes = 1)
Input

10 Headache Qualitative 
(No = 0, Yes = 1)

Input

11 Nausea Qualitative 
(No = 0, Yes = 1)

Input

Biomarker 12 Bili-T Quantitative Input
13 Bili-D Quantitative Input
14 Creatinine Quantitative Input
15 Lactate Dehydrogenase 

(LDH)
Quantitative Input

16 AST Quantitative Input
17 ALT Quantitative Input
18 FBS Quantitative Input
19 Platelet Quantitative Input
20 Hemoglobin Quantitative Input

Outcome 21 Diagnosis Qualitative 
(Preeclamp-
sia = 0, HELLP 
Syndrome = 1)

Tar-
get

Table 3  Description table of nominal and rank variables of the study
Feature Classification Preeclampsia Percentage HELLP Syndrome percentage total Percentage
Twin Yes 13 3.43 1 16.6 14 3.64

No 365 96.56 5 83.3 370 96.35
Epigastric pain Yes 59 15.56 0 0 59 15.36

No 319 84.39 6 100 325 84.63
Headache Yes 72 19.04 1 16.6 73 19.01

No 306 80.95 5 83.3 311 80.98
Nausea Yes 48 12.69 0 0 48 12.5

No 330 87.30 6 100 336 87.5
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Table 4  Description table of quantitative variables of the study
Feature Preeclampsia HELLP Syndrome Total

AVG STV.D AVG STV.D Min Max
Mother-age 30.82 6.22 33.66 3.94 16 54
Gestational-age 32.66 5.25 29.5 3.86 7 47
Gravidity 0.56 0.87 0.5 0.5 0 5
Abortion 0.15 0.44 0 0 0 3
Mother-BMI 27.59 3.72 31.78 3.80 14 64
Hemoglobin 12.40 1.74 12.98 2.68 6.3 19.3
Systolic-Blood-pressure 15.08 1.59 16.66 1.24 10 19
Systolic-Blood-pressure 8.25 0.98 8.83 0.89 4 11
Bili-T 0.69 0.74 0.64 0.22 0.02 12
Bili-D 0.80 3.87 0.66 0.32 0.019 76
LDH 624.4 257.47 800.5 494.2 79 1871
ALT 29.87 28.98 65.66 66.55 7 455
AST 33.63 32.39 119.16 125.52 4 386
Platelet 296.6 182.5 111.16 64.48 22,000 1,465,000
Creatinine 0.74 0.301 0.72 0.33 0.03 2.29
FBS 96.79 25.06 114.16 16.14 3 324

Table 5  Performance of data mining models using holdout (70 train-30 test)
Classifier Accuracy Precision Sensitivity Specificity F1-score AUC
DL 0.982 0.965 1 0.966 0.982 1
MLP 0.991 0.994 0.994 0.993 0.994 1
DT 0.762 0.680 1 0.517 0.809 0.758
SVM 0.898 0.865 0.947 0.848 0.904 0.996
KNN 0.995 0.993 0.982 0.928 0.957 0.992
RF 0.951 0.941 0.965 0.936 0.953 0.990
Adaboost 0.991 0.991 0.991 0.990 0.991 0.991
xgboost 0.969 0.975 0.981 0.935 0.978 0.976
LR 0.964 0.981 0.970 0.949 0.976 0.972

Table 6  Performance of data mining models using 5-fold
Classifier Accuracy Precision Sensitivity Specificity F1-score AUC
DL 0.989 0.979 1 0.978 0.989 1
MLP 0.974 0.956 0.997 0.952 0.975 1
DT 0.722 0.647 0.978 0.465 0.778 0.723
SVM 0.906 0.886 0.932 0.881 0.908 0.971
KNN 0.969 0.947 0.994 0.944 0.970 0.981
RF 0.961 0.945 0.978 0.944 0.961 0.991
Adaboost 0.986 0.981 0.992 0.981 0.986 1
xgboost 0.964 0.988 0.964 0.964 0.976 0.991
LR 0.951 0.963 0.969 0.903 0.966 0.983

Table 7  Performance of data mining models using 10-fold
Classifier Accuracy Precision Sensitivity Specificity F1-score AUC
DL 0.993 0.987 1 0.986 0.993 1
MLP 0.988 0.979 0.997 0.979 0.988 1
DT 0.720 0.646 0.978 0.463 0.777 0.725
SVM 0.908 0.888 0.933 0.884 0.909 0.971
KNN 0.973 0.950 1 0.946 0.974 0.991
RF 0.959 0.951 0.965 0.953 0.957 0.992
Adaboost 0.992 0.989 0.994 0.989 0.991 1
xgboost 0.969 0.988 0.970 0.965 0.979 0.992
LR 0.960 0.975 0.970 0.933 0.973 0.989
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other algorithms. The ROC diagram of these two models 
is indicated in Figs. 2 and 3.

In Fig. 4, the F1 score comparison of all studied algo-
rithms for three validation methods is presented.

Figure 5 indicates the importance of the included fea-
tures in modeling. In this study, platelet count, gesta-
tional age, and aspartate transaminase (AST) were the 
most important features in the modeling, which has been 
confirmed based on many medical studies, and the num-
ber of abortions, twins, and blood pressure were the least 
important features in the diagnosis of HELLP syndrome. 
Figure 5 presents the importance of the included features 
in modeling.

Discussion
In the present investigations, the medical records of 
384 patients referred to Shohadaye Tajrish Hospital in 
Tehran, Iran, were analyzed, and after applying pre-pro-
cessing, the diagnosis model of HELLP syndrome was 
implemented using ML algorithms. Among all the imple-
mented algorithms, those based on neural networks 
outperformed other algorithms. Although there was not 
much difference between the high-performance models, 
the best model in this study was implemented with the 
ANN algorithm and holdout validation method.

The ANNs have not been frequently utilized in other 
studies, except for Huang (25), who reported an F1 score 
of 0.88, while our study achieved an F1 score of 0.995 
for MLP. Moreover, Zheng (23) employed MLP but 
did not exhibit the best performance among the algo-
rithms tested. Furthermore, in all the studies reviewed, 
only cross-validation was applied; specifically, 10-fold 
cross-validation was employed in all cases except for 
Melinte-Popscu (20), which utilized 5-fold to predict the 
severity of HELLP syndrome. Holdout validation was 
not employed in any of these studies and has not been 
compared.

The results indicate that the ML models reported in 
this study for the diagnosis of HELLP syndrome dem-
onstrated reliable performance compared to previous 
investigations, with an F1 score exceeding 99% in all 
cross-validation modes.

For instance, in Moreira’s study, the F1 score for the 
proposed neuro-fuzzy algorithm was 0.705 [1]. In the 
Melinte-Popescu study, the highest value of the F1 score 
for predicting the severity of HELLP syndrome in the 
DT was 0.94. (20) In addition, Melinte-Popescu’s study 
on preeclampsia prediction reported that the highest F1 
score for predicting all cases of preeclampsia using the 
NB algorithm was 0.98 [21].

Table 8  Confusion matrix for MLP model
Number of Patients 
Without HELLP

Number 
of Patients 
With 
HELLP

Predicted No HELLP 166 1
Predicted HELLP 1 60

Fig. 3  ROC diagram of DL using 10-fold

 

Fig. 2  ROC diagram of DL using 5-fold

 

Fig. 1  ROC diagram of MLP using holdout cross-validation
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In Moreira’s study, the F1 Scores for all Bayesian 
machine learning models predicting delivery outcomes 
for pregnant women and fetuses in cases of HDP, includ-
ing HELLP syndrome, varied between 0 and 1, indicating 
different performance levels across the classes [28].

In addition, the effective and important features of the 
diagnosis of HELLP syndrome were determined in this 
study. Among the baseline features used in the modeling, 
gestational age was the most important, and then, the 
mother’s age was reported as the most important feature. 
The other two characteristics in this category, namely 
the number of pregnancies and the mother’s BMI, were 
found to be equally important but less significant than 
the previous two characteristics. According to the results 

presented in the figure, the number of births is a contrib-
uting factor to HELLP syndrome. However, as noted pre-
viously [30], unlike preeclampsia, not giving birth is not 
considered a risk factor for HELLP. Moreover, mothers 
with a history of childbirth account for 50% of affected 
patients. Moreover, among the characteristics of the 
baseline category, twins and the number of miscarriages 
did not affect the prediction model of HELLP syndrome.

Among the clinical features, nausea and diastolic blood 
pressure had the most significant impact on modeling, 
but headache, epigastric pain, and systolic blood pressure 
did not affect the modeling results. According to previous 
medical studies [31–33], blood pressure abnormalities 
are present in nearly 85% of cases of HELLP syndrome; 

Fig. 5  Feature importance based on the modeling output

 

Fig. 4  Comparison of the performance of models in different holdout, 5-fold, and 10-fold situations
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however, this symptom may not be observed in severe 
cases of HELLP syndrome.

Among the characteristics of biomarkers, platelets are 
the most important in modeling, which is also the first 
factor of significant importance in all categories. This 
result is consistent with the definition of HELLP syn-
drome in all references. Other characteristics of this cat-
egory, including AST, FBS, Bili D, creatinine (CR), LDH, 
and Bili T, had a significant impact. In addition, among 
the features of this category, only ALT is considered a 
feature without impact on modeling. In general, the char-
acteristics of this category were much more effective in 
diagnosing the disease than other categories.

In Maric’s study [27], the highest coefficient for the 
blood pressure variable in the prediction model of pre-
eclampsia (which includes patients with HELLP syn-
drome) was selected using an elastic net. This is not 
consistent with the results of our study, which considered 
HELLP syndrome separately from preeclampsia.

In Zheng’s study, after performing feature selection, 15 
features were identified among various factors, including 
demographics, complications, delivery characteristics, 
neonate features, physical examinations, and laboratory 
examinations. The largest number of these features (23) 
and the most significant ones were found in the labora-
tory examination category, with FBS being noted, which 
aligns with the results of the present study.

Some previous investigations have diagnosed HELLP 
syndrome using ML, among which we can mention the 
study of Melite et al., in which the severity of HELLP syn-
drome was predicted in three different severity groups 
using the data of 81 patients. I In this study, four machine 
learning algorithms were employed, and their results 
were compared, with DT showing the best performance. 
Other studies, such as the one conducted by Moya et al., 
have reported results that were significantly lower than 
those obtained in the present study.

The rarity of HELLP syndrome samples has made it 
challenging to conduct such studies, and this issue can 
be seen in all studies. What distinguishes this study from 
other studies to some extent is the number of patients 
included in the study, the quality of the collected data, 
and finally, based on the clinical approach, the obtained 
results were attempted to be employed to determine 
the characteristics that are effective in the diagnosis of 
HELLP syndrome.

Conclusion
Considering the impact of data mining techniques in the 
diagnosis and prediction of diseases, data mining tech-
niques were used in the present study to develop a pre-
diction model for HELLP syndrome. The results obtained 
from the evaluation of the models presented in this 
study revealed that data mining algorithms can be used 

successfully in developing HELLP syndrome prediction 
models. Since other algorithms besides Decision Trees 
(DTs) also achieved F1 Scores above 0.90, the perfor-
mance of these algorithms was consistently high across 
all three evaluation methods: 5-fold cross-validation, 
10-fold cross-validation, and hold-out (70/30 test/train). 
Despite some small differences among the algorithms, 
their performances were closely aligned. Moreover, this 
study indicated that Biomarker features have the most 
significant impact on the diagnosis of HELLP syndrome. 
Although the accuracy of the obtained results was con-
siderably high, more detailed investigations are necessary 
to assess the validity and generalizability of the findings 
and ultimately improve the quality of care for pregnant 
women.

Further studies involving larger groups of HELLP syn-
drome patients are recommended. Additionally, research 
focusing on the differential diagnosis of HELLP syn-
drome from other pregnancy-related conditions, such as 
preeclampsia and eclampsia, is suggested. It is also rec-
ommended to utilize clustering machine learning meth-
ods for this purpose. It is also recommended to apply 
interpretable DL models to assess the significance of the 
features used in the present work. In addition, external 
validity is suggested for implementing models on other 
datasets. Limited access to data on HELLP syndrome and 
restricted access to data from Shohadaye Tajrish Hospi-
tal can be considered limitations of the present research, 
which arose due to the implementation of this research 
during the COVID-19 pandemic.
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