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into clinical practice are all but certain. However, inte-
grating AI tools into clinical practice is not straight-
forward as it has opened the door to opined ethical 
dilemmas and unknown legal implications.

One aspect of clinical AI (“cAI”) that has been heav-
ily developed and debated is the attribute of explain-
ability, which is often defined to the effect of operating 
with sufficient transparency in reasoning and/or post hoc 
analysis as to allow the user an understanding of “why 
predictions are made, or how model parameters capture 
underlying biological mechanisms” [4]. The prototypi-
cal example of a cAI explanation is the use of heat maps 
in radiological image analysis, whereby salient features 
of an analyzed image are colour-coded based on the 
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importance assigned to them by the AI. The exact form 
of a cAI explanation depends on the type of data ana-
lyzed and the context of use and can include methods like 
highlighting salient text or tabulating parameters that are 
within relevant limits [5].

Ethicists, clinicians, and computer scientists use the 
term explainability to signify various related concepts 
and thus there is no universal definition of the term. 
What is meant by explainability in this paper is perhaps 
most clearly communicated by a definition of its absence: 
“whenever the reasons why an AI decision-maker has 
arrived at its decision are not currently understandable to 
the patient or those involved in the patient’s care because 
the system itself is not understandable to either of these 
agents” [6]. AI tools that are not explainable are herein 
referred to as black boxes, as is typical of the literature. 
Including understandability in the intended meaning 
of explainability  is purposeful and nuanced as, strictly 
speaking, explainability of a programmatic AI tool is 
indefeasible [7] and technically, by virtue of its program-
matic nature, even the most complex of “unexplainable” 
AI algorithms can have its inner workings completely 
described. However, this analysis might be so involved 
and unwieldy that it is effectively unintelligible to mere 
humans. Related terms such as transparency [8], intelligi-
bility [9], interpretability [10], and explicability [11] have 
all been used with varying degrees of conflation with the 
meaning of explainability intended herein; luckily, use of 
these related terms is as a rule accompanied by the term 
“explainable”, and often also includes the increasingly 
popular initialism xAI.

It has been postulated that explainability is neces-
sary to maintain medical decision making accountabil-
ity and to mitigate algorithmic biases. However, a recent 
systematic review concluded that there is no definitive 
agreement on the requirement of explainability in the 
literature [12]. The prohibitive development and/or per-
formance costs make implementation of explainability 
challenging, especially in highly advanced deep-learning 
techniques that intrinsically cannot achieve explain-
ability [13]. It is reasonable therefore, to question to 
what extent, if any, must we pursue AI explainability in 
medicine.

Many authors have put forth arguments for and against 
such necessity with practical, ethical, and legal bases and 
in doing so have identified several issues that significantly 
impact patient care. Several key questions remain to be 
answered; to what extent must a clinician understand the 
functioning of their diagnostic tools? how can a patient 
provide informed consent if they cannot understand how 
a diagnosis was provided? what if a black box AI tool is 
wrong, “Quis custodiet ipsos custodes?” [Who will watch 
the watchmen?] [14].

By synthesizing the points and counterpoints found 
within the literature, this systematized [15] review sum-
marizes and responds to the arguments presented to the 
question: what are the practical, ethical, and legal necessi-
ties of explainability in clinical artificial intelligence tools? 
While previous reviews have examined explainability of 
AI in general [16], and other authors have provided nar-
rative summaries of the cAI explainability debate [17], 
this review systematically illuminates the back-and-
forth of argumentation within the literature vis-à-vis the 
necessity of cAI explainability. This paper also presents a 
novel critique within the discussion.

Methods
Six cross-sectional databases were included in this 
review, each with its own emphasis on clinical sci-
ences, technology, and philosophy: PubMed, EMBASE, 
CINAHL, Web of Science, PhilPapers, and Philosopher’s 
Index. The results of the search and screening strategy 
are summarized in Fig.  1. The database searches were 
conducted on May 1st, 2024, using dedicated search 
strings as provided in Table  1; the searches were not 
constrained by publication date or any other measure 
of time. Notably the search strings included the terms 
“interpretable”, “interpretability”, “explicable”, “explicabil-
ity”, and “illustratable” in order to capture the essence of 
the intended search terms “explainable” and “explainabil-
ity” (which were also included), in light of the aforemen-
tioned terminology discord throughout the literature. 
Inclusion and exclusion criteria, set out in Table 2, were 
determined prior to conducting the search. A paper was 
considered to provide argumentation only if it included 
some line of reasoning with premises justifying the asso-
ciated claim; merely stating a perceived advantage or dis-
advantage of explainable cAI would not be sufficient to 
warrant inclusion, for example.

Retrieved publications were subjected to a systematic 
screening process. Initially, duplicates were identified 
and removed. Titles and abstracts were then reviewed to 
ensure relevance to practical, ethical, and/or legal con-
siderations on the explainability of cAI. Full-text screen-
ing for inclusion and exclusion criteria was subsequently 
performed.

Coding of the screened publications was conducted 
using a grounded theory methodology implemented in 
ATLAS.ti. Each publication was examined line-by-line 
during this process, with relevant arguments or examples 
assigned an initial descriptive code based on their con-
tent. Related code instances occurring across publica-
tions were iteratively organized and refined. The resulting 
categorizations were then abstracted into the identified 
themes of argumentation.
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Table 1 Search strings
PubMed (“explainable” OR “explainability” OR “interpretable” OR “interpretability” OR “explicable” OR “explicability” OR “illustratable”) AND

((“Information Science”[MeSH Terms]) OR (“Medical Informatics Applications”[MeSH Terms])) AND (jurisprudence[MeSH Terms] OR 
ethics[MeSH Terms]) Full Text[Filter]

EMBASE (explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND
(“artificial intelligence” OR AI OR “machine learning” OR informatics) AND
(jurisprudence OR law OR statute OR precedent OR legal OR ethics OR ethical OR bioethics OR moral)

CINAHL (explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND
(“artificial intelligence” OR AI OR “machine learning” OR informatics) AND
(jurisprudence OR law OR statute OR precedent OR legal OR ethics OR ethical OR bioethics OR moral)

Web of Science (ALL=((explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND (“ar-
tificial intelligence” OR AI OR “machine learning” OR informatics) AND (jurisprudence OR law OR statute OR precedent OR legal OR 
ethics OR ethical OR bioethics OR moral)) AND TI=(medicine OR medical OR clinical OR healthcare OR health-care OR “health care”))

PhilPapers (explainable| interpretable| interpretability) & 
(“artificial intelligence”| AI| “machine learning”| informatics) & (medical| clinical)

Philosopher’s 
Index

mainsubject.Exact ((“medical information” OR “medical practice” OR “medical profession” OR “medical” OR “medical philosophy” OR 
“medical care” OR “medical technology” OR “medical judgment” OR “medical law” OR “medical data” OR “medical professionals” OR 
“medical ethics” OR “medical knowledge”) AND (“artificial intelligence” OR “information technology” OR “generative artificial intel-
ligence” OR “machine learning”))

Table 2 Inclusion and exclusion criteria
Inclusion criteria Exclusion criteria
● Articles, Editorials, Reports, or Commentary on the ethical and/or legal necessity of explainability in clinical implementations of 
AI
● Published in a peer-reviewed journal

● Does not 
provide argu-
mentation for 
either claims or 
premises
● Not in English

Fig. 1 PRISMA flow diagram [18] of this review
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Results and Discussion
This review analyzed thirty-four publications, with the 
full list of included works (following retrieval and screen-
ing) provided in the Appendix to differentiate them from 
the other references in the study. The distribution of pub-
lication dates for the works included in this analysis are 
provided in Fig. 2, and the journals of publication for the 
included works are noted in Fig.  3; the screened works 
span 6 years and 25 journals.

Figure  4 depicts the literature’s broad sentiment on 
the necessity of cAI explainability by indicating whether 
each publication included in this review supports (posi-
tive upgoing green bars) or opposes (negative downgoing 
red bars) this necessity, and provides a running tally of 
the votes in favour less those opposed over time (dotted 
blue line). There is clearly no consensus nor temporal 
trend in the sentiment among the analyzed works.

Two opposing authors were repeatedly mentioned, 
emerging as figureheads on either side of the explainabil-
ity debate. London posited the value of accuracy above 
explainability and argued that this approach to cAI is the 

only one consistent with the goals of existing evidence-
based medicine practices [10]. Alternatively, Floridi pos-
tulated explainability was so necessary that it must be 
incorporated as a fifth biomedical ethical principle for 
cAI [11] in addition to the original Beauchamp & Chil-
dress principles of autonomy, non-maleficence, benefi-
cence, and justice [19]. These works were so influential as 
to lead to the establishment of reliabilist and principlist 
camps that clearly divide the literature.

Nine themes of argumentation were identified within 
the arguments put forth to support or oppose the neces-
sity of explainability of cAI; these themes and the corre-
sponding conflicts of principles, values, or claims are put 
forth in Table 3.

The discussion found within the analyzed publica-
tions for each theme of argumentation is summarized in 
the following subsections. Representative quotations in 
the following Tables 4, 5, 6, 7, 8, 9, 10, 11 and 12 (one in 
each subsection) are provided to approximate a discourse 
of how the authors would respond to each other’s argu-
ments. The rows of each Table are organized to present 

Fig. 3 Publishing journals of the works included in this review

 

Fig. 2 Publication years of the works included in this review
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synthesized argument-rebuttal pairs. The first column 
presents a synthesized argument which is labelled as 
either in favour or opposed to the necessity of explain-
ability of cAI; a synthesized rebuttal to the argument is 
then provided in the second column. A summary of the 
discourse for each topic is stated, followed by our subse-
quent analysis, after each Table.

AI Explainability and Epistemological Priority
Those opposing the necessity of explainability of cAI 
contend that opaque decision-making aligns with estab-
lished evidence-based medicine (“EBM”) practices 
whereby mechanisms of action for treatments can remain 
unknown and the treatments are nonetheless used, if 
proven effective. Through examples, they argue that 

medicine routinely relies solely on empirical outcomes 
when lacking mechanistic understanding. On the other 
hand, advocates for explainability of cAI argue that EBM 
requires a critical appraisal of results that can only be 
achieved through the interpretability of the studies that 
led to them.

Based on the arguments raised, explainability must be 
demanded of cAI only if such an explanation is necessary 
to practice EBM. EBM has been defined as “the conscien-
tious, explicit, and judicious use of current best evidence 
in making decisions about the care of individual patients” 
[24] and the steps to apply EBM have been stated as 
defining a clinically relevant question, searching for the 
best evidence, critically appraising the evidence, apply-
ing the evidence, and evaluating the performance of EBM 

Table 3 Themes of argumentation identified within reviewed works
Theme
(Relevant Section)

Conflict of Principles, Values, or Claims

Epistemological Priority
(See Sect. 4.1)

Theoretical transparency (normative clarity) vs.
Empirical validation (pragmatic outcomes)

Bias-Variance Performance Dilemma [20] (See Sect. 4.2) Pragmatic outcomes through generalizability and mitigation of bias vs.
Pragmatic outcomes through accuracy and efficiency

Autonomy [19] and Informed Consent (See Sect. 4.3) Understanding of underlying mechanistic processes (epistemic re-
quirement) vs. Understanding of potential benefits and harms (ethical 
imperative)

Justice [19] (See Sect. 4.4) Critique of reasoning (normative dimension) vs. 
Critique of process (procedural dimension)

Patient and Practitioner Trust in Technology
(See Sect. 4.5)

Trust through transparency in outcome (normative claim) vs.
Trust through transparency in development (procedural requirement)

Due Diligence and Liability
(See Sect. 4.6)

Decision value of a process (normative claim) vs.
Decision value of a result (descriptive claim)

Legal Statute
(See Sect. 4.7)

Right to explanation (legal obligation) vs.
Suggestion for explanations (legal best practice)

Achievability
(See Sect. 4.8)

Sufficiency of idealization (epistemological claim) vs.
 Real-world complexity (pragmatic challenge) 

Scientific Discovery
(See Sect. 4.9)

Potential for new knowledge (empirical benefit) vs.
Risk of false mechanistic reasoning (epistemological caution)

Fig. 4 Sentiment analysis of the works included in this review
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[24, 25, 26].  The crux of the matter becomes whether a 
cAI output can be critically appraised without a provided 
explanation; arguably the development and testing of a 
black box AI can be critically appraised analogously to the 
methods of a treatment trial, and thus both are consistent 
with EBM practices in spite of a mechanistic explanation. 
In the same way that one author argues against the use of 
black boxes by stating that they would need to examine if 
their “patient’s age or ethnicity were different such that 
it was very unrepresented by the subjects of the clinical 
trials” [22], so too can a clinician compare their patient’s 
demographic data with that of the training data used for 
a black box. To our mind, the concerns raised regard-
ing lack of generalizability of an algorithm [21] speak to 
the quality of the algorithm and its training data and are 
identifiable based on transparent development practices 
rather than output explainability [17]; furthermore AI 
explainability does not automatically imply generalizabil-
ity, as a seemingly rational explanation can still produce 
incorrect determinations.

Performance and Bias-Variance Tradeoff of AI Explainability
Proponents of the necessity of explainability of cAI sug-
gest that explainable algorithms exhibit superior gener-
alizability by incorporating domain knowledge, avoiding 
overfitting, and finding balance in the bias-variance per-
formance tradeoff [20]. They also argue that that explain-
able models also enable clinicians to identify errors and 
override incorrect decisions. Opponents assert that pri-
oritizing explainability over raw performance necessar-
ily results in worse patient outcomes by the very nature 
of the misprioritization. Critics also point out that both 
explainable cAI and black boxes can incorporate human-
in-the-loop decision frameworks.

Our analysis of these arguments is grounded in fram-
ing the discussion through the lens of mathematical opti-
mization. Machine learning algorithms are those that 
“automatically alter or adapt their architecture through 
repetition (i.e., experience) so that they become better 
and better at achieving the desired task” [33]. Within the 
conceptual set of all such possible algorithms that can 
achieve a desired task, some portion of the set will be 
explainable and the rest will not. By limiting our scope of 
allowable algorithms only to those that possess explain-
ability, we restrict our options to a subset of the origi-
nal domain within which the best performing algorithm 
may or may not reside. Thus while a particular algorithm 
with explainability may outperform a particular algo-
rithm without it, as a class, algorithms with explain-
ability can at best achieve non-inferiority relative to the 
class of algorithms without this domain constraint. This 
mathematical truth holds despite accusations of the over-
fitting of particular deep learning models and improved 
generalizability of particular models with explainability 

[21] as these observations speak to the implementations 
of particular instantiations of algorithms rather than to 
global considerations of the algorithm classes in whole. 
When considering classes of technology, and not any one 
implementation in particular, the demand for explain-
ability must accompany a non-negative performance 
cost. Explainability is only one of many possible meth-
ods to control for overfitting; cross-validation techniques 
[34], where a subset of the available data is withheld from 
algorithm training and used for algorithm testing, are 
ubiquitously used to avoid overfitting during develop-
ment without the use of prediction explanations. Fur-
thermore, the prevailing assumption that clinicians will 
correct errors made by AI when given output explana-
tions is challenged by the recent findings that clinicians 
“struggle to consistently distinguish between accurate 
and inaccurate AI predictions and can be misled by inac-
curate AI predictions” [35].

AI Explainability, Autonomy, and Informed Consent
Opponents of the necessity of explainability of cAI argue 
that informed consent has never required a mechanistic 
understanding of a pathology or the correction imple-
mented by a therapy; they emphasize that mechanistic 
understandings do not exist for many common medica-
tions, and that medication package inserts only describe 
possible adverse reactions and side-effects. In contrast, 
proponents suggest that an individual must be able to 
evaluate probabilistic judgements in regards to their care 
in order to enact autonomy, which requires an under-
standing of feature importance within a cAI. They also 
argue that the law sets out minimum standards of infor-
mation that must be provided to patients that necessitate 
explainability.

In our view, issues of informed consent arise with cAI 
when either: (a) a patient has been diagnosed with the 
support of cAI and subsequently is suggested a treatment 
considering the diagnosis, or (b) when a cAI tool has 
recommended a course of treatment for a patient with a 
prior diagnosis. A black box cAI-assisted diagnosis is no 
more obstructive to informed consent for subsequent 
treatment than a diagnosis of idiopathy, or one of exclu-
sion, since with the former no clear explanation of cause 
exists and with the latter no definitive diagnostic meth-
odology exists. Yet, the literature is silent on the issue of 
informed consent given idiopathic diagnosis or diagnosis 
of exclusion; while this may be a shortcoming of the lit-
erature, it is more likely indicative of a double standard 
[42] raised in the argument against black box cAI. In the 
case of a cAI-generated recommendation of a course of 
treatment for a patient, we can delineate two possibilities 
again: either the clinician is using the cAI alongside other 
existing knowledge and frameworks in order to devise a 
treatment plan, or the clinician has no other information 
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or
 th

ei
r d

ig
ni

ty
 a

nd
 a

ut
on

om
y 

re
qu

ire
s b

ei
ng

 a
bl

e 
to

 
ex

pl
ai

n 
m

ed
ic

al
 d

ia
gn

os
is 

or
 tr

ea
tm

en
t r

ec
om

m
en

da
tio

n.
[…

] T
he

 p
hy

sic
ia

n 
be

in
g 

ab
le

 to
 e

xp
la

in
 th

e 
di

ag
no

sis
 c

an
 st

av
e 

off
 d

en
ia

l o
n 

th
e 

pa
rt

 o
f t

he
 p

at
ie

nt
 

an
d 

in
cr

ea
se

 th
e 

ch
an

ce
s o

f e
ffe

ct
iv

e 
tr

ea
tm

en
t.

[…
] T

he
 p

hy
sic

ia
n 

be
in

g 
ab

le
 to

 e
xp

la
in

 to
 th

e 
pa

tie
nt

 h
ow

 th
e 

up
se

tt
in

g 
di

ag
no

sis
 w

as
 a

rr
iv

ed
 u

po
n 

co
ul

d 
gi

ve
 th

em
 a

n 
el

em
en

t o
f p

er
so

na
l d

ig
ni

ty
, b

ec
au

se
 th

e 
pa

tie
nt

 w
ou

ld
 a

t l
ea

st
 g

ai
n 

so
m

e 
se

ns
e 

of
 

un
de

rs
ta

nd
in

g 
of

 w
hy

 th
ey

 re
ce

iv
ed

 it
.” [

22
]

“H
ea

lth
 p

ro
fe

ss
io

na
ls 

w
ou

ld
 b

e 
fa

ili
ng

 to
 re

sp
ec

t p
at

ie
nt

s a
s a

ut
on

om
ou

s a
ge

nt
s i

f t
he

y 
do

 n
ot

 
re

co
gn

iz
e 

th
em

 a
s a

ge
nt

s c
ap

ab
le

 o
f r

ec
ei

vi
ng

 a
nd

 p
ro

ce
ss

in
g 

th
e 

in
fo

rm
at

io
n 

th
at

 a
ffe

ct
s t

he
m

. A
 

co
m

m
un

ic
at

iv
e 

pr
oc

es
s t

ha
t t

ru
ly

 re
co

gn
iz

es
 o

th
er

s a
s a

ut
on

om
ou

s a
ge

nt
s r

eq
ui

re
s a

 d
ia

lo
gu

e 
se

ek
in

g 
m

ut
ua

l u
nd

er
st

an
di

ng
.” [

37
]

IN
 F

AV
O

U
R 

of
 th

e 
ne

ce
ss

it
y 

of
 e

xp
la

in
ab

ili
ty

 o
f c

A
I

“c
on

te
m

po
ra

ry
 le

ga
l i

ss
ue

s c
on

ce
rn

in
g 

in
fo

rm
ed

 c
on

se
nt

 o
f t

he
 p

at
ie

nt
s f

oc
us

 m
os

tly
 o

n 
th

e 
sc

op
e 

of
 th

e 
in

fo
rm

at
io

n 
th

at
 m

us
t b

e 
su

ffi
ci

en
tly

 p
ro

vi
de

d 
be

fo
re

 th
e 

pa
tie

nt
 h

as
 to

 d
ec

id
e 

w
hi

ch
 h

ea
lth

ca
re

 se
rv

ic
es

 o
r p

ro
vi

de
rs

 to
 c

ho
os

e.
 L

eg
al

 sc
ru

tin
y 

sh
ift

ed
 o

n 
w

he
th

er
 c

on
se

nt
 

gi
ve

n 
by

 th
e 

pa
tie

nt
 w

as
 su

pp
or

te
d 

w
ith

 e
no

ug
h 

in
fo

rm
at

io
n 

to
 m

ak
e 

co
m

pe
te

nt
 d

ec
isi

on
s 

be
fo

re
 c

on
se

nt
in

g 
fo

r c
er

ta
in

 m
ed

ic
al

 tr
ea

tm
en

ts
.” [

9]
“F

or
 o

bt
ai

ni
ng

 in
fo

rm
ed

 c
on

se
nt

 fo
r d

ia
gn

os
tic

 p
ro

ce
du

re
s o

r i
nt

er
ve

nt
io

ns
 th

e 
la

w
 re

qu
ire

s 
in

di
vi

du
al

 a
nd

 c
om

pr
eh

en
siv

e 
in

fo
rm

at
io

n 
ab

ou
t a

nd
 u

nd
er

st
an

di
ng

 o
f t

he
se

 p
ro

ce
ss

es
. I

n 
th

e 
ca

se
 o

f A
I-b

as
ed

 d
ec

isi
on

 su
pp

or
t, 

th
e 

un
de

rly
in

g 
pr

oc
es

se
s a

nd
 a

lg
or

ith
m

s h
av

e 
th

er
ef

or
e 

to
 b

e 
ex

pl
ai

ne
d 

to
 th

e 
in

di
vi

du
al

 p
at

ie
nt

” [
31

]

“It
 is

 u
nc

le
ar

, h
ow

ev
er

, w
he

th
er

 p
rin

ci
pl

es
 o

f i
nf

or
m

ed
 c

on
se

nt
 re

qu
ire

 c
lin

ic
ia

ns
 to

 e
xp

la
in

 to
 p

at
ie

nt
s 

th
e 

pr
ec

ise
 c

au
sa

l p
at

hw
ay

 b
et

w
ee

n 
di

se
as

es
 a

nd
 d

ia
gn

os
tic

 te
st

” [
38

]
“E

xt
an

t n
or

m
s d

o 
no

t r
eq

ui
re

 e
xp

la
na

tio
ns

 o
f t

he
 m

ec
ha

ni
sm

s b
y 

w
hi

ch
 o

pt
io

ns
 w

ill
 w

or
k 

th
at

 w
ou

ld
 

ba
r l

ith
iu

m
 p

re
sc

rip
tio

ns
 [f

or
 e

xa
m

pl
e]

” [
32

]
“p

at
ie

nt
s m

ay
 n

ee
d 

ce
rt

ai
n 

in
fo

rm
at

io
n 

ab
ou

t A
I t

ec
hn

ol
og

y, 
lik

e 
an

y 
ot

he
r t

ec
hn

ol
og

ie
s a

pp
lie

d 
in

 th
e 

he
al

th
ca

re
 se

ct
or

, t
he

 in
fo

rm
at

io
n 

th
ey

 w
ou

ld
 re

qu
ire

 w
ou

ld
 fa

ll 
un

de
r t

he
 ‘t

ra
ns

pa
re

nc
y’ 

co
nc

ep
t [

…
], 

ra
th

er
 th

an
 a

n 
ex

pl
ai

na
bi

lit
y 

co
nc

ep
t” 

[1
7]

IN
 F

AV
O

U
R 

of
 th

e 
ne

ce
ss

it
y 

of
 e

xp
la

in
ab

ili
ty

 o
f c

A
I

“fu
ll 

au
to

no
m

y 
ca

n 
on

ly
 b

e 
ac

hi
ev

ed
 if

 th
e 

pa
tie

nt
 is

 p
re

se
nt

ed
 w

ith
 a

 ra
ng

e 
of

 m
ea

ni
ng

fu
l 

op
tio

ns
 to

 c
ho

os
e 

fro
m

. I
n 

th
is 

re
sp

ec
t, 

pa
tie

nt
s’ 

op
po

rt
un

iti
es

 to
 e

xe
rt

 th
ei

r a
ut

on
om

y 
re

ga
rd

-
in

g 
m

ed
ic

al
 p

ro
ce

du
re

s g
et

 re
du

ce
d 

as
 o

pa
qu

e 
AI

 b
ec

om
es

 m
or

e 
ce

nt
ra

l t
o 

m
ed

ic
al

 d
ec

isi
on

 
m

ak
in

g”
 [3

1]

“[y
ou

] p
oi

nt
 to

 th
e 

ne
ed

 fo
r a

 re
gu

la
to

ry
 p

ro
ce

ss
 th

at
 e

ns
ur

es
 A

I a
nd

 p
ro

vi
de

rs
 p

ro
vi

de
 e

no
ug

h 
in

fo
rm

a-
tio

n 
to

 p
at

ie
nt

s s
o 

th
ey

 c
an

 m
ak

e 
de

ci
sio

ns
 a

nd
 th

at
 b

ot
h 

re
sp

ec
t p

at
ie

nt
 c

ho
ic

es
. A

I i
nt

ro
du

ce
s a

d-
di

tio
na

l l
oc

i f
or

 re
co

m
m

en
da

tio
ns

 th
at

 c
om

pl
ic

at
es

 th
e 

in
fo

rm
ed

 c
on

se
nt

 p
ro

ce
ss

. H
ow

ev
er

, t
he

 n
ee

d 
to

 re
sp

ec
t p

at
ie

nt
 p

re
fe

re
nc

es
 is

 o
rt

ho
go

na
l t

o 
ex

pl
ai

na
bi

lit
y 

qu
es

tio
ns

. A
nd

 th
e 

le
ve

l o
f i

nf
or

m
at

io
n 

pa
tie

nt
s r

eq
ui

re
 to

 m
ak

e 
de

ci
sio

ns
 o

nc
e 

ag
ai

n 
do

es
 n

ot
 su

pp
or

t s
tr

on
g 

ex
pl

ai
na

bi
lit

y 
re

qu
ire

m
en

ts
” [

32
]

IN
 F

AV
O

U
R 

of
 th

e 
ne

ce
ss

it
y 

of
 e

xp
la

in
ab

ili
ty

 o
f c

A
I

“T
he

 h
ea

lth
 p

ro
fe

ss
io

na
l a

nd
 th

e 
pa

tie
nt

 sh
ou

ld
 n

ot
 o

nl
y 

un
de

rs
ta

nd
 th

e 
ba

sic
 fu

nc
tio

na
lit

y 
of

 
th

e 
AI

 sy
st

em
, b

ut
 it

 is
 th

e 
gr

as
p 

of
 th

e 
m

od
el

’s 
fe

at
ur

e 
im

po
rt

an
ce

, b
ei

ng
 re

le
va

nt
 fo

r t
he

 d
oc

to
r 

an
d 

th
e 

pa
tie

nt
 w

he
n 

de
ci

di
ng

 o
n 

fu
rt

he
r r

ec
om

m
en

da
tio

ns
 fo

r t
re

at
m

en
t. 

In
 th

is 
re

sp
ec

t, 
a 

he
al

th
ca

re
 p

ro
fe

ss
io

na
l n

ee
ds

 to
 re

sp
ec

t p
at

ie
nt

 a
ut

on
om

y, 
am

on
gs

t o
th

er
s” 

[3
9]

“a
n 

ap
pr

op
ria

te
 a

nd
 u

se
fu

l e
xp

la
na

tio
n 

ne
ed

 n
ot

 in
vo

lv
e 

po
st

 h
oc

 e
xp

la
na

tio
ns

 a
t a

ll, 
sin

ce
 e

xp
la

in
in

g 
ot

he
r f

ea
tu

re
s o

f t
he

 m
ac

hi
ne

—
ho

w
 it

 w
or

ks
, w

ha
t c

on
te

xt
s i

t w
or

ks
 in

, h
ow

 it
 w

as
 tr

ai
ne

d—
m

ay
 b

e 
su

ffi
ci

en
t f

or
 ju

st
ify

in
g 

its
 u

sa
ge

 […
]

Th
e 

ta
ke

aw
ay

 is
 th

at
 it

 is
 n

ot
 n

ec
es

sa
ril

y 
th

e 
ca

se
 th

at
 p

os
t h

oc
 e

xp
la

na
tio

ns
 in

cr
ea

se
 e

pi
st

em
ic

 
gr

ou
nd

s f
or

 re
ly

in
g 

on
 th

e 
m

ac
hi

ne
 in

 th
e 

fir
st

 p
la

ce
. A

nd
 it

 is
 a

lso
 n

ot
 n

ec
es

sa
ril

y 
th

e 
ca

se
 th

at
 a

 la
ck

 o
f 

po
st

 h
oc

 e
xp

la
na

tio
n 

m
ak

es
 a

 m
ac

hi
ne

 u
nt

ru
st

w
or

th
y.”

 [4
0]

IN
 F

AV
O

U
R 

of
 th

e 
ne

ce
ss

it
y 

of
 e

xp
la

in
ab

ili
ty

 o
f c

A
I

“a
 p

at
ie

nt
’s 

ap
pr

ec
ia

tio
n 

of
 ri

sk
 is

 c
on

se
qu

en
tia

l t
o 

th
e 

sy
st

em
’s 

pe
rfo

rm
an

ce
 m

et
ric

s. 
H

ow
ev

er
, 

pa
tie

nt
 a

ut
on

om
y 

is 
ba

se
d 

on
 th

e 
in

di
vi

du
al

’s 
ac

tio
n 

to
 in

cr
ea

se
 a

 p
at

ie
nt

’s 
w

el
lb

ei
ng

, a
s w

el
l a

s 
en

ab
lin

g 
pa

tie
nt

 to
 a

ct
 o

n 
th

e 
be

lie
fs

 a
nd

 v
al

ue
s t

he
y 

ho
ld

. W
ha

t t
hi

s s
ho

w
s i

s t
ha

t a
 sy

st
em

’s 
pr

ob
ab

ili
st

ic
 ju

dg
em

en
ts

 b
ec

om
e 

th
e 

de
fin

in
g 

fe
at

ur
e 

fo
r t

he
 in

di
vi

du
al

 to
 e

va
lu

at
e 

tr
ea

tm
en

t 
re

co
m

m
en

da
tio

ns
 in

cl
ud

in
g 

a 
pa

tie
nt

’s 
va

lu
es

. O
nc

e 
pr

ob
ab

ili
st

ic
 ju

dg
em

en
ts

 b
ec

om
e 

pr
es

cr
ip

-
tio

ns
, t

he
n 

pa
tie

nt
 a

ut
on

om
y 

is 
ne

ga
te

d”
 [3

9]

“T
he

se
 w

or
rie

s a
re

 u
nd

er
st

an
da

bl
e 

an
d 

w
ou

ld
 in

de
ed

 b
e 

w
or

ris
om

e 
if 

bl
ac

k 
bo

x 
al

go
rit

hm
s w

ou
ld

 
au

to
m

at
ise

 d
ec

isi
on

 m
ak

in
g,

 w
ith

ou
t h

um
an

s i
n 

th
e 

lo
op

 […
]

N
ot

e 
th

ou
gh

 th
at

 th
es

e 
pr

ob
le

m
s a

re
 n

ot
 c

au
se

d 
by

 th
e 

op
aq

ue
ne

ss
 o

f t
he

 u
nd

er
ly

in
g 

al
go

rit
hm

 b
ut

 
by

 th
e 

la
ck

 o
f c

ho
ic

e 
pr

ov
id

ed
.” [

41
]
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Ta
bl

e 
7 

D
isc

ou
rs

e 
on

 A
I e

xp
la

in
ab

ili
ty

 a
nd

 th
e 

et
hi

ca
l p

rin
ci

pl
e 

of
 ju

st
ic

e 
[1

9]
Ar

gu
m

en
ts

Re
bu

tt
al

s
IN

 F
AV

O
U

R 
of

 th
e 

ne
ce

ss
it

y 
of

 e
xp

la
in

ab
ili

ty
 o

f c
A

I
“[E

xp
la

in
ab

ili
ty

 is
] n

ec
es

sit
at

ed
 b

y 
th

e 
pr

in
ci

pl
e 

of
 ju

st
ic

e,
 w

hi
ch

 re
qu

ire
s p

at
ie

nt
s t

o 
be

 a
llo

w
ed

 to
 u

nd
er

st
an

d 
an

d 
ap

pe
al

 a
ga

in
st

 h
ea

lth
ca

re
 

ou
tc

om
es

 o
n 

a 
fa

ir 
an

d 
eq

ua
l b

as
is”

 [4
3]

“p
at

ie
nt

s m
ay

 c
la

im
 th

at
 th

ey
 a

re
 b

ei
ng

 d
isc

rim
in

at
ed

 a
ga

in
st

 w
he

n 
th

ey
 a

re
 n

ot
 g

iv
en

 si
m

ila
r o

pp
or

tu
ni

tie
s t

o 
cl

ea
r t

he
ir 

do
ub

ts
 c

om
pa

re
d 

to
 

ot
he

rs
.” [

37
]

“P
at

ie
nt

s h
av

e 
tr

ad
iti

on
al

ly
 h

ad
 a

 ri
gh

t t
o 

kn
ow

 w
ha

t 
te

ch
no

lo
gy

 w
ill

 b
e 

us
ed

 in
 d

ia
gn

os
tic

 p
ro

ce
ss

es
, w

ha
t 

ar
e 

th
e 

be
ne

fit
s a

nd
 ri

sk
s, 

as
 w

el
l a

s fi
na

nc
ia

l i
m

pl
i-

ca
tio

ns
 o

f t
ec

hn
ol

og
y, 

w
hi

ch
 c

ou
ld

 b
e 

de
fin

ed
 a

s 
‘tr

an
sp

ar
en

cy
’ a

ro
un

d 
te

ch
no

lo
gy

, b
ut

 n
ot

 h
ow

 e
xa

ct
ly

 
te

ch
no

lo
gy

 fu
nc

tio
ns

 (e
xp

la
in

ab
ili

ty
). 

Th
e 

sa
m

e 
st

an
-

da
rd

s s
ho

ul
d 

ap
pl

y 
w

ith
 re

la
tio

n 
to

 A
I t

ec
hn

ol
og

ie
s.”

 [3
0]

O
PP

O
SE

D
 to

 th
e 

ne
ce

ss
it

y 
of

 e
xp

la
in

ab
ili

ty
 o

f c
A

I
“p

ub
lic

 re
as

on
 st

an
da

rd
s r

eq
ui

re
d 

fo
r h

ea
lth

 ju
st

ic
e 

ne
ve

r n
ec

es
sit

at
ed

 fu
ll 

tr
an

sp
ar

en
cy

 in
 h

ow
 m

ed
ic

al
 to

ol
s w

or
k.

 T
he

y 
re

qu
ire

d 
go

od
 re

as
on

s 
fo

r d
ec

isi
on

s a
nd

 o
pp

or
tu

ni
tie

s t
o 

ch
al

le
ng

e 
th

em
, w

hi
ch

 c
an

 b
e 

an
d 

ar
e 

of
te

n 
pr

ov
id

ed
 w

ith
ou

t t
oo

ls 
be

in
g 

ex
pl

ai
na

bl
e.

 L
eg

al
 m

ec
ha

ni
sm

s 
fo

r e
va

lu
at

in
g 

AI
 to

ol
s p

re
se

nt
 n

um
er

ou
s o

pp
or

tu
ni

tie
s t

o 
as

se
ss

 p
er

fo
rm

an
ce

, c
os

ts
, a

nd
 re

as
on

s f
or

 a
do

pt
io

n 
an

d 
a 

fra
m

ew
or

k 
fo

r a
ss

es
sin

g 
ac

cu
ra

cy
 a

nd
 ju

st
ifi

ab
ili

ty
” [

32
]

“w
he

re
as

 a
cc

ur
ac

y 
is 

m
ai

nl
y 

re
le

va
nt

 fr
om

 o
ut

co
m

e-
or

ie
nt

ed
 st

an
ce

s, 
ex

pl
ai

na
bi

lit
y 

is 
a 

re
qu

ire
m

en
t f

or
 

pr
oc

ed
ur

al
 fa

irn
es

s a
cc

ou
nt

s [
…

]
O

ne
 a

re
a 

w
he

re
 th

e 
in

ex
pl

ic
ab

ili
ty

 o
f A

I i
s o

f p
ar

tic
ul

ar
 

co
nc

er
n:

 th
e 

al
lo

ca
tio

n 
of

 sc
ar

ce
 m

ed
ic

al
 re

so
ur

ce
s [

…
]

Ac
co

un
ta

bi
lit

y 
fo

r r
ea

so
na

bl
en

es
s—

w
hi

ch
 re

m
ar

ks
 th

at
 

fa
ir 

pr
oc

es
se

s n
ee

d 
tr

an
sp

ar
en

cy
, p

ub
lic

ity
 o

n 
ra

tio
na

le
s, 

an
d 

op
en

 m
ec

ha
ni

sm
s t

o 
re

vi
se

 th
e 

de
ci

sio
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on which to base their selection of treatment. If the for-
mer, though an explanation might facilitate the clinician’s 
assessment and incorporation of the cAI output, the use 
of a black box would not prevent them from relying on 
the cAI output or explaining their diagnostic rationale to 
the patient. If the latter, the explanation from the cAI is 
moot since the clinician could not assess the explanation 
and would therefore solely rely on empirical evidence jus-
tifying use of the cAI as if it were a black box, anyway. 
Thus, mechanistic reasoning is neither presently consis-
tently available, nor necessary to respect autonomy and 
achieve informed consent.

AI Explainability and Justice
The major themes raised in this discussion are those of 
procedural fairness and distributive justice. Those in 
favour of the necessity of explainability of cAI argue that 
black boxes pose ethical concerns as they do not afford 
individuals the right to understand and appeal a decision 
process. They also suggest that black boxes necessarily 
predispose systems to a high risk of prejudice by virtue of 
their opaqueness. Those opposed argue that black boxes 
can be evaluated for systemic bias, and that the transpar-
ency required of cAI is what describes its development 
and validity, not reasoning.

Upon examining the preceding discussion, it becomes 
evident that proponents of explainable cAI often equate 
black box cAI with autonomous cAI. Yet black boxes can 
be implemented within a so-called human-in-the-loop 
[45] workflow; an allocation of healthcare resources aug-
mented with the input of a black box cAI would maintain 
a patient’s right to understand and appeal the decision 
process used by the human in the loop. Data availabil-
ity, bias, and prejudice disadvantaging particular social 
groups and contributing to further discriminatory sys-
temic inequality by black boxes are extremely valid con-
cerns. However, not only do these concerns equally affect 
explainable cAI (as the explainability of the algorithm 

has no effect on the quality of the data with which it is 
trained), they impact existing quotidian diagnostic tools 
[46, 47]. The required solution is identical for each of 
these technologies: commitment to continual improve-
ment in health equity by all those involved in the devel-
opment, use, and quality assurance of the technology.

AI Explainability and Trust
Opponents of the necessity of explainability of cAI sug-
gest that clinicians may satisfy themselves as to the 
development rigor and accuracy of black boxes without 
the need for explanations and by extension, patients can 
trust these technologies through the delegation inherent 
in relying on their clinician. Proponents of cAI explain-
ability argue that clinicians and/or patients are justified 
in requiring an explanation regarding the determination 
made by a cAI in order to trust it.

We find points of contention with aspects of both sides 
of the argument. In our experience, patients vary widely 
in their preference for the amount of detail expected in 
the communication of their diagnosis and care plan, as 
is reported in the literature [49]. However, in no case 
would patients be reasonable in predicating their trust 
in their medical practitioner on the clinician’s ability to 
produce a perfectly accurate causal explanation for their 
illness or definitive diagnostic methodology; in fact, the 
public’s greater trust in accurate cAI systems over under-
standable ones has been demonstrated empirically [50]. 
In light of the existence of idiopathic illnesses and diag-
noses by exclusion, the use of a black box does not seem 
so novel, nor therefore problematic, compared to pres-
ent practices. The role of the clinician is in part to convey 
complex concepts to the patient, and so the patient is in 
part reliant on the clinician’s ability to achieve their own 
understanding. However, patients do not — and should 
not — completely delegate their determination of trust in 
a medical technology to their clinician, as was argued.

Table 8 Discourse on AI explainability and clinician and/or patient trust
Arguments Rebuttals
IN FAVOUR of the necessity of explainability of cAI
“how can we trust our health, let al.one our very lives, to decisions whose pathways 
are unknown and impenetrable? Indeed, without established trust, a patient 
may have little or no incentive to seek the advice of a physician or share sensitive 
clinical information, which is required by the artificial intelligence algorithms for 
diagnostic purposes” [9]

“explainability is an instrumental means of establishing and 
maintaining trust and control, but is not a critical end in and of 
itself” [8]
“a mechanistic understanding of how an intervention works is 
not necessary for either trust or transparency” (Bradshaw T.J. et 
al., 2023)

OPPOSED to the necessity of explainability of cAI
“clinicians need transparency around the technology they use to ensure certain 
levels of trust. However, clinicians do not necessarily need an in-depth explanation 
of how each AI recommendation or outcome is generated, if they are comfortably 
satisfied that the technology is accurate and reliable, they being the most impor-
tant factors in ensuring trustworthiness.” [17]
“patients trust technology if their doctors recommend it. The concepts of trust and 
delegation are inherent to this market.” [30]

“Unfortunately, trust is not something that is so easily transferred. 
We can easily imagine a patient who trusts the professional in 
most circumstances but fails to trust them whenever they out-
source part of the decision-making process to an AI system.” [48]
“patients rely on the clinician’s ability to understand and convey 
[…] explanations in a way that is accurate and understandable” 
[31]
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AI Explainability and Liability
Advocates for explainable cAI argue that black boxes 
undermine clinicians’ ability to fulfill ethical and legal 
responsibilities, as without an intelligible explanation 
they cannot evaluate the validity of cAI recommenda-
tions, or justify the decision to defy them. They suggest 
that black boxes force an untenable situation wherein cli-
nicians are simultaneously liable for the shortcomings of 
cAI that they cannot interpret while also being incapable 
of justifying contradicting the cAI as there is no provided 
reasoning for them to refute. Opponents counter that 
reasonable judgment can be exercised in the absence 
of cAI explanations, as these tools form only part of a 

comprehensive assessment. Furthermore, they suggest 
that many analogous black boxes are found in modern 
medicine, such as magnetic resonance imaging (“MRI”), 
the results of which are routinely used by clinicians who 
cannot explain its inner workings without ethical or legal 
dilemma.

A clinician’s due diligence is tantamount to the quality 
of their decision-making process; for this reason, we root 
our analysis in interpreting the use of cAI through the 
perspective of decision analysis. One foundational con-
cept in this, though commonly ignored, is that good deci-
sions can and do lead to bad outcomes [56] and this is 
true for cAI and clinicians alike. We align with those who 

Table 10 Discourse on AI explainability and legal statute
Arguments Rebuttals
IN FAVOUR of the necessity of explainability of cAI
“A right of explanation was arguably first implemented in European General Data Protection Regulation (GDPR), and later adopted 
by some other jurisdictions.” [30]
“Article 15 (1) [h] and Recital 71 of the General Data Protections Regulations of the European Union require businesses using per-
sonal data to explain how the program makes decisions and to provide data subjects with the right to ask why the model made 
the decision it did” [54]

“Since the right 
to explanation is 
contained only 
in the (non-bind-
ing) recital 71 of 
GDPR, there is an 
argument that a 
right to explana-
tion of individual 
decisions does 
not derive from 
Art. 22(3) GDPR” 
[9]

IN FAVOUR of the necessity of explainability of cAI
“one can contest decisions, only on the basis of the ways, how the decision made; thus, without an explanation of how the algo-
rithm works, it would be hard (if possible at all) to enforce a right to contest automated decisions and thus the rights to fair trial 
and effective remedy enshrined in Articles 6 and 13 of the European Convention on Human Rights.” [9]
“Art. 3 para. 2a) [European Charter of Fundamental Rights requires] “free and informed consent” of the patient. This points to a 
“shared decision-making” by doctor and patient where the patient has the ultimate say. Medical AI can therefore only be used 
if patients have been informed about its essential functions beforehand—admittedly in an intelligible form. This makes it clear, 
however, that the European fundamental rights basically require the use of explainable AI in medicine (see also Art. 13 para. 1 of 
the proposed AI Act).” [59]

Table 11 Discourse on the achievability of AI explainability
Arguments Rebuttals
OPPOSED to the necessity of explainability of cAI
“Explanations from current XAI methods superficially represent the computational complexity that underlies 
a prediction” [28]
“Extracting information from models which may have millions of parameters and presenting this information 
in a way understandable to the human mind is an inherently reductive process” [8]

“it can be argued by analogy that if 
idealized scientific models such as 
the ideal gas law can provide genuine 
explanations that enable people to 
better understand complex natural 
phenomena, then XAI methods can 
provide genuine explanations too.” [23]

OPPOSED to the necessity of explainability of cAI
“An explanation that assumes a background in computer science, for instance, may be useful for the 
manufacturers
and auditors of medical AI systems, but is likely to deliver next to no insight for a medical professional
that lacks this technical background. Conversely, a simple explanation tailored to patients, who typically
lack both medical and computer science backgrounds, is likely to provide little utility to a medical
practitioner.
[…] post hoc explanation methods are not currently
capable of meeting this challenge” [27]

“An explanation does not require 
knowing the flow of bits through an 
artificial intelligence system, no more 
than an explanation from humans 
requires knowing the flow of signals 
through human brain neurons” [9]
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question the necessity of explainability of cAI asserting 
that cAI will not be implemented in a vacuum but in the 
context of all existing tools at the clinician’s disposal; as 
such cAI is to be used as a supplement to, rather than a 
substitute for, clinical decision making. A determination 
regarding a clinician’s culpability is one as to the reason-
ableness of their decision process and whether it met the 
standard of care. While the empirical performance of a 
black box is likely a compelling justification for its use, 
the use of cAI is not synonymous with concurrence, but 
rather with consultation with consideration for the entire 
clinical picture at hand. We find the comparison with 
MRI to be disanalogous, as the radiologists that inter-
pret the imaging do understand the underlying physi-
cal mechanisms, even if the clinicians that subsequently 
make use of the radiologists’ reports do not; we feel the 
comparison of black box cAI with clinical practice guide-
lines to be more apt, given that approximately half of 
guideline recommendations are based on expert-opinion 
alone without supporting evidence [57, 58]. Clinical prac-
tice guidelines are routinely used to complement (not 
limit) medical decision-making when clinicians weigh 
the risks and benefits of recommendations in determin-
ing their suggested course of action; so too can black box 
cAI outputs supplement context and contribute to due 
diligence rather than detract from it. Whether or not 
explainable, clinicians are not only free to be critical of 
cAI output but are ethically and legally compelled to do 
so by leveraging the complete diagnostic context avail-
able to them.

AI Explainability and Statute
Supporters of the necessity of explainability of cAI fre-
quently identify portions of the European General 
Data Protection Regulation that in their view mandate 

explainability of all AI being developed with personal 
data, whereas critics stress that the critical wording relied 
upon for this opinion exists only in the non-binding 
recitals of the Regulation.

cAI statute is in its infancy globally with European 
regulations and guidelines seemingly the most devel-
oped in this sphere [60]; this lead to a predominantly 
Eurocentric legal perspective represented in the analyzed 
publications, though the US Food and Drug Administra-
tion was also mentioned, and the United States Federal 
Food, Drug, and Cosmetic Act by extension implicated. 
Interestingly, the American Office of Science and Tech-
nology Policy released recommendations calling for 
“explanations as to how and why a decision was made” 
(OSTP, 2022), and unambiguously demanding explain-
ability (reasoning it necessary to correct errors and guard 
against harms), though this blueprint was not mentioned 
in the analyzed works. Most every author that touched 
on legal statute made mention of the European General 
Data Protection Regulation while only a few brought up 
the European Charter of Fundamental Rights [9, 59], yet 
interpreting the former remains rather elusive while the 
latter more compellingly demands explainability of cAI. 
Based on the arguments put forth we can only conclude 
that European fundamental rights preclude autonomous 
black box clinical decision making, though this is a mere 
subset of the possible implementations of black box cAI 
(such as human-in-the-loop [45] workflows wherein a cli-
nician makes a diagnosis using all available tools includ-
ing, but not limited to, a black box). Whether a general 
description of an algorithm’s inputs, performance and 
training data do not meet the definition of a cAI’s “essen-
tial functions” as suggested [59] remains to be judged.

Table 12 Discourse on AI explainability and scientific discovery
Arguments Counter-arguments
IN FAVOUR of the necessity of explainability of cAI
“correlations uncovered by XAI might turn out to be 
real but previously unknown biomedical relationships, 
in which case XAI could be used as a tool for scientific 
discovery” [28]
“it has the potential to discover correlations that a 
human observer is totally ignorant of” [53]

“mechanistic explanations can lead to false conclusions, and mechanistic reasoning alone has 
been shown to have a high degree of fallibility. At times empirical results can be entirely con-
trary to mechanistic expectations, as in the case of prophylactic antiarrhythmic drugs actually 
acting to increase mortality from arrhythmia after recurrent acute myocardial infarction” [8]
“Interpretability may thus feed a misguided expectation that understanding a set of associa-
tions valuable for specific diagnostic or prediction tasks will increase our ability to perform 
additional tasks to which those associations are not well suited and for which their accuracy 
has not been validated.[…]
The long medical preference for radical mastectomy over less aggressive alternatives was 
driven by the pathophysiological theory that removing as much tissue from the breast as 
possible would reduce the probability of cancer recurrence. Only after a series of clinical trials 
was this theory shown to be false” [10]

OPPOSED to the necessity of explainability of cAI
“Ultimately, the primary goals of medicine are prag-
matic: to relieve suffering and promote health. The 
elucidation of mechanisms comes secondary to this 
goal” [8]
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Achievability of AI Explainability
Advocates for black box cAI make the epistemic claim 
that explainability cannot be achieved in practice by vir-
tue of the simplification that is intrinsically necessary of 
an explanation, and by the fact that different audiences 
require different explanations; those in favour of the 
necessity of explainability of cAI respond that simplified, 
idealized models, can provide generally accessible expla-
nations of complex underlying processes.

We find the justifications provided for black box cAI 
insufficient. As an extension of Holm’s astute comment 
regarding the utility of idealized scientific models (2023) 
we contend that all medical science is in fact a simpli-
fied representation of complex natural phenomena that 
still provides genuine explanations. Though we concede 
that any quest for causal explanation can eventually be 
expounded to a level of inscrutability, perhaps put best by 
Feynman “the problem, you see, when you ask why some-
thing happens, how does a person answer why something 
happens?” [61], an explanation’s validity cannot be neces-
sarily compromised by virtue of the inclusion of a simpli-
fication lest we accept that all medical science is similarly 
compromised. If this were the case then the entire dis-
course on clinician understanding and patient informed 
consent would be moot. While it is true that different 
audiences require different explanations tailored to the 
nature of their unique needs, the intended audience for 
cAI explanations is not ambiguous as suggested [27] 
and is arguably the clinician who can subsequently para-
phrase and elaborate for the patient as needed; we would 
not question the intended audience of a consult note 
or lab result as it is clearly the referring physician, why 
should we expect anything different of explainable cAI? 
However, though explainable cAI is arguably achievable, 
this is only necessary but not sufficient grounds for estab-
lishing necessity.

AI Explainability and Scientific Discovery
Those in favour of explainable cAI suggest that it may 
be used as a tool for scientific discovery, with explana-
tions outlining previously unknown relationships within 
the data; critics point out that correlation does not imply 
causation and provide examples where false mechanistic 
reasoning has previously led to iatrogenic harm.

We feel that explanations from cAI tools may very 
well present previously unknown correlations or causa-
tions within the data, though outputs of black boxes can 
similarly be studied for input-output relationships. While 
efforts to chase down the conclusions of any cAI may 
turn out to be “misguided” [10] and fruitless on a case-
by-case basis, such is the scientific method [62]. In any 
case, the primary purpose of cAI is not to fuel scientific 
discovery but to complement clinical care, and as such 

these considerations are tangential to the discussion of 
the necessity of explainability thereof.

Conclusion
While the literature remains divided on the subject, the 
arguments put forth to date do not necessitate explain-
ability from clinical implementations of AI. The issues 
raised regarding fundamental rights legislation and the 
biomedical ethical principle of justice [19] in the context 
of procedural fairness compellingly preclude the use of 
autonomous black boxes, but are not convincing regard-
ing human-in-the-loop [45] implementations. With or 
without explanations for its outputs, cAI can be critically 
appraised as required by evidence-based medicine prac-
tices in a fashion similar to that used for existing empiri-
cal data.

The literature appropriately highlights specific 
instances in medicine where empirical approaches are 
employed in the absence of mechanistic understanding, 
such as the use of lithium as a medication. However, this 
reliance on empiricism is far more prevalent than these 
discrete examples imply, with estimates suggesting that 
up to two-thirds of patients receive no biomedical expla-
nation for at least one of their symptoms [63], resulting in 
so-called idiopathic diagnoses. Another common medi-
cal practice, providing a diagnosis upon the exclusion of 
all other possibilities within the differential, by definition 
uses no specific mechanistic knowledge of the assumed 
disease. Thus, patients and clinicians already routinely 
operate without mechanistic understanding and rely on 
empirical practices.

Clinical practice guidelines are universally applied 
despite approximately half of their recommendations 
being unsupported by direct evidence [57, 58], effectively 
making them black boxes in their own right. Clinicians 
are not forced to dogmatically follow the outputs of black 
box cAI [31] any more than they are automatons algorith-
mically bound to clinical practice guidelines at present.

From the perspective of mathematical optimization, 
it is clear that algorithms with explainability inher-
ently incur a non-negative performance cost compared 
to those without this requirement. Although this issue 
is debated in the literature, the need for explainability 
effectively prioritizes the value of explanation over per-
formance. Clinicians’ trust in cAI ought to be predicated 
on the quality of the AI training and performance, which 
are elucidated through development transparency and 
not algorithm explainability. In turn, patients trust cli-
nicians by virtue of their sound decision-making pro-
cesses, which ought to incorporate cAI, be it black box 
or with explainability, into the clinical picture painted by 
all information and tools available to the clinician. Argu-
ments against explainability speaking to lack of achiev-
ability are practically irrelevant. Concerns of black box 
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cAI contributions to systemic inequality by virtue of data 
availability, bias, and prejudice are not unfounded, but 
apply equally to cAI possessing explainability as these 
are functions of the training data and development pro-
cess. Notably, some arguments in the literature in favour 
of the necessity of cAI explainability problematically 
conflate black box AI use with automated decision mak-
ing, or similarly equate the use of cAI with the exclusive 
use of cAI.
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