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The necessity for explainability of artificial intelligence technologies in medical applications has been widely
discussed and heavily debated within the literature. This paper comprises a systematized review of the arguments
supporting and opposing this purported necessity. Both sides of the debate within the literature are quoted

to synthesize discourse on common recurring themes and subsequently critically analyze and respond to it.
While the use of autonomous black box algorithms is compellingly discouraged, the same cannot be said for the
whole of medical artificial intelligence technologies that lack explainability. We contribute novel comparisons of
unexplainable clinical artificial intelligence tools, diagnosis of idiopathy, and diagnoses by exclusion, to analyze
implications on patient autonomy and informed consent. Applying a novel approach using comparisons with
clinical practice guidelines, we contest the claim that lack of explainability compromises clinician due diligence and
undermines epistemological responsibility. We find it problematic that many arguments in favour of the practical,
ethical, or legal necessity of clinical artificial intelligence explainability conflate the use of unexplainable Al with
automated decision making, or equate the use of clinical artificial intelligence with the exclusive use of clinical
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Background

Artificial intelligence (“AI”) is an increasingly popu-
lar field of research with numerous clinical applications
identified and many decision support tools in various
stages of development at present. AI demonstrably out-
performs medical practitioners at specific tasks [1-3] and
its continued performance improvement and integration
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into clinical practice are all but certain. However, inte-
grating Al tools into clinical practice is not straight-
forward as it has opened the door to opined ethical
dilemmas and unknown legal implications.

One aspect of clinical Al (“cAI”) that has been heav-
ily developed and debated is the attribute of explain-
ability, which is often defined to the effect of operating
with sufficient transparency in reasoning and/or post hoc
analysis as to allow the user an understanding of “why
predictions are made, or how model parameters capture
underlying biological mechanisms” [4]. The prototypi-
cal example of a cAl explanation is the use of heat maps
in radiological image analysis, whereby salient features
of an analyzed image are colour-coded based on the
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importance assigned to them by the Al The exact form
of a cAl explanation depends on the type of data ana-
lyzed and the context of use and can include methods like
highlighting salient text or tabulating parameters that are
within relevant limits [5].

Ethicists, clinicians, and computer scientists use the
term explainability to signify various related concepts
and thus there is no universal definition of the term.
What is meant by explainability in this paper is perhaps
most clearly communicated by a definition of its absence:
“whenever the reasons why an AI decision-maker has
arrived at its decision are not currently understandable to
the patient or those involved in the patient’s care because
the system itself is not understandable to either of these
agents” [6]. Al tools that are not explainable are herein
referred to as black boxes, as is typical of the literature.
Including understandability in the intended meaning
of explainability is purposeful and nuanced as, strictly
speaking, explainability of a programmatic Al tool is
indefeasible [7] and technically, by virtue of its program-
matic nature, even the most complex of “unexplainable”
Al algorithms can have its inner workings completely
described. However, this analysis might be so involved
and unwieldy that it is effectively unintelligible to mere
humans. Related terms such as transparency [8], intelligi-
bility (9], interpretability [10], and explicability [11] have
all been used with varying degrees of conflation with the
meaning of explainability intended herein; luckily, use of
these related terms is as a rule accompanied by the term
“explainable’, and often also includes the increasingly
popular initialism xAI

It has been postulated that explainability is neces-
sary to maintain medical decision making accountabil-
ity and to mitigate algorithmic biases. However, a recent
systematic review concluded that there is no definitive
agreement on the requirement of explainability in the
literature [12]. The prohibitive development and/or per-
formance costs make implementation of explainability
challenging, especially in highly advanced deep-learning
techniques that intrinsically cannot achieve explain-
ability [13]. It is reasonable therefore, to question to
what extent, if any, must we pursue Al explainability in
medicine.

Many authors have put forth arguments for and against
such necessity with practical, ethical, and legal bases and
in doing so have identified several issues that significantly
impact patient care. Several key questions remain to be
answered; to what extent must a clinician understand the
functioning of their diagnostic tools? how can a patient
provide informed consent if they cannot understand how
a diagnosis was provided? what if a black box Al tool is
wrong, “Quis custodiet ipsos custodes?” [Who will watch
the watchmen?] [14].

(2025) 25:111 Page 2 of 20

By synthesizing the points and counterpoints found
within the literature, this systematized [15] review sum-
marizes and responds to the arguments presented to the
question: what are the practical, ethical, and legal necessi-
ties of explainability in clinical artificial intelligence tools?
While previous reviews have examined explainability of
Al in general [16], and other authors have provided nar-
rative summaries of the cAl explainability debate [17],
this review systematically illuminates the back-and-
forth of argumentation within the literature vis-a-vis the
necessity of cAl explainability. This paper also presents a
novel critique within the discussion.

Methods

Six cross-sectional databases were included in this
review, each with its own emphasis on clinical sci-
ences, technology, and philosophy: PubMed, EMBASE,
CINAHL, Web of Science, PhilPapers, and Philosopher’s
Index. The results of the search and screening strategy
are summarized in Fig. 1. The database searches were
conducted on May 1st, 2024, using dedicated search
strings as provided in Table 1; the searches were not
constrained by publication date or any other measure
of time. Notably the search strings included the terms
“interpretable”, “interpretability’;, “explicable’, “explicabil-
ity’, and “illustratable” in order to capture the essence of
the intended search terms “explainable” and “explainabil-
ity” (which were also included), in light of the aforemen-
tioned terminology discord throughout the literature.
Inclusion and exclusion criteria, set out in Table 2, were
determined prior to conducting the search. A paper was
considered to provide argumentation only if it included
some line of reasoning with premises justifying the asso-
ciated claim; merely stating a perceived advantage or dis-
advantage of explainable cAl would not be sufficient to
warrant inclusion, for example.

Retrieved publications were subjected to a systematic
screening process. Initially, duplicates were identified
and removed. Titles and abstracts were then reviewed to
ensure relevance to practical, ethical, and/or legal con-
siderations on the explainability of cAl. Full-text screen-
ing for inclusion and exclusion criteria was subsequently
performed.

Coding of the screened publications was conducted
using a grounded theory methodology implemented in
ATLAS.ti. Each publication was examined line-by-line
during this process, with relevant arguments or examples
assigned an initial descriptive code based on their con-
tent. Related code instances occurring across publica-
tions were iteratively organized and refined. The resulting
categorizations were then abstracted into the identified
themes of argumentation.
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Fig. 1 PRISMA flow diagram [18] of this review

Table 1 Search strings

PubMed

EMBASE

CINAHL

Web of Science

PhilPapers

Philosopher’s
Index

("explainable” OR “explainability” OR “interpretable” OR “interpretability” OR “explicable” OR “explicability” OR “illustratable”) AND
(("Information Science’[MeSH Terms]) OR (“Medical Informatics Applications’[MeSH Terms])) AND (jurisprudence[MeSH Terms] OR
ethics[MeSH Terms]) Full Text[Filter]

explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND

“artificial intelligence” OR Al OR “machine learning” OR informatics) AND

jurisprudence OR law OR statute OR precedent OR legal OR ethics OR ethical OR bioethics OR moral)

explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND

“artificial intelligence” OR Al OR “machine learning” OR informatics) AND

jurisprudence OR law OR statute OR precedent OR legal OR ethics OR ethical OR bioethics OR moral)

(ALL=((explainable OR explainability OR interpretable OR interpretability OR explicable OR explicability OR illustratable) AND (“ar-
tificial intelligence” OR Al OR “machine learning” OR informatics) AND (jurisprudence OR law OR statute OR precedent OR legal OR
ethics OR ethical OR bioethics OR moral)) AND Tl=(medicine OR medical OR clinical OR healthcare OR health-care OR “health care”))
(explainable| interpretable| interpretability) &

(‘artificial intelligence’| Al| “machine learning’| informatics) & (medical| clinical)

mainsubject.Exact (("medical information” OR “medical practice” OR ‘medical profession” OR “medical” OR “medical philosophy” OR
“medical care” OR “medical technology” OR “medical judgment” OR “medical law" OR “medical data” OR “medical professionals” OR
“medical ethics” OR “medical knowledge”) AND (“artificial intelligence” OR “information technology” OR “generative artificial intel-
ligence”OR "machine learning”))

(
(
(
(
(
(

Table 2 Inclusion and exclusion criteria

Inclusion criteria

Exclusion criteria

@ Articles, Editorials, Reports, or Commentary on the ethical and/or legal necessity of explainability in clinical implementations of

Al

@ Published in a peer-reviewed journal

@ Does not
provide argu-
mentation for
either claims or
premises

@ Not in English
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Fig. 2 Publication years of the works included in this review

Ethics and Information Technology

Journal of Medical Ethics

Cambridge Quarterly of Healthcare Ethics

Caﬂédian Journal of Bioethics
Bioethics

Ethik in der Medizin

Ethical Theory and Moral Practice

Al Deployment and Governance Ethics

Medicine, Health Care and Philosophy
Philosophy of Medicine

Fig. 3 Publishing journals of the works included in this review

Results and Discussion

This review analyzed thirty-four publications, with the
full list of included works (following retrieval and screen-
ing) provided in the Appendix to differentiate them from
the other references in the study. The distribution of pub-
lication dates for the works included in this analysis are
provided in Fig. 2, and the journals of publication for the
included works are noted in Fig. 3; the screened works
span 6 years and 25 journals.

Figure 4 depicts the literature’s broad sentiment on
the necessity of cAl explainability by indicating whether
each publication included in this review supports (posi-
tive upgoing green bars) or opposes (negative downgoing
red bars) this necessity, and provides a running tally of
the votes in favour less those opposed over time (dotted
blue line). There is clearly no consensus nor temporal
trend in the sentiment among the analyzed works.

Two opposing authors were repeatedly mentioned,
emerging as figureheads on either side of the explainabil-
ity debate. London posited the value of accuracy above
explainability and argued that this approach to cAl is the

2022 2023 2024

Hastings Center Report

il Human Brain Mapping
- Frontiers in Genétics
The Journal of Nuclear Medicine

Journal of Clinical Epidemiology

Journal of the American College of Radiology
Proceedings of ACM Conference on ‘FAT
Communications of the ACM

Frontiers in Bioinformétics

BMC Medical Informatics and Decision Making
\_Journal of the American Medical Informatics Associétion
Al & Society

Information & Communications Technology Léw

Artificial Intelligence and Law

International Journal of Law and Information Technology

only one consistent with the goals of existing evidence-
based medicine practices [10]. Alternatively, Floridi pos-
tulated explainability was so necessary that it must be
incorporated as a fifth biomedical ethical principle for
cAl [11] in addition to the original Beauchamp & Chil-
dress principles of autonomy, non-maleficence, benefi-
cence, and justice [19]. These works were so influential as
to lead to the establishment of reliabilist and principlist
camps that clearly divide the literature.

Nine themes of argumentation were identified within
the arguments put forth to support or oppose the neces-
sity of explainability of cAl; these themes and the corre-
sponding conflicts of principles, values, or claims are put
forth in Table 3.

The discussion found within the analyzed publica-
tions for each theme of argumentation is summarized in
the following subsections. Representative quotations in
the following Tables 4, 5, 6, 7, 8, 9, 10, 11 and 12 (one in
each subsection) are provided to approximate a discourse
of how the authors would respond to each other’s argu-
ments. The rows of each Table are organized to present
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Fig. 4 Sentiment analysis of the works included in this review

Table 3 Themes of argumentation identified within reviewed works

Theme
(Relevant Section)

Conflict of Principles, Values, or Claims

Epistemological Priority
(See Sect. 4.1)
Bias-Variance Performance Dilemma [20] (See Sect. 4.2)

Autonomy [19] and Informed Consent (See Sect. 4.3)

Justice [19] (See Sect. 4.4)

Patient and Practitioner Trust in Technology
(See Sect. 4.5)

Due Diligence and Liability

(See Sect. 4.6)

Legal Statute

(See Sect. 4.7)

Achievability

(See Sect. 4.8)

Scientific Discovery

(See Sect. 4.9)

Theoretical transparency (normative clarity) vs.
Empirical validation (pragmatic outcomes)
Pragmatic outcomes through generalizability and mitigation of bias vs.
Pragmatic outcomes through accuracy and efficiency
Understanding of underlying mechanistic processes (epistemic re-
quirement) vs. Understanding of potential benefits and harms (ethical
imperative)
Critique of reasoning (normative dimension) vs.
Critique of process (procedural dimension)
Trust through transparency in outcome (normative claim) vs.
Trust through transparency in development (procedural requirement)
Decision value of a process (normative claim) vs.
Decision value of a result (descriptive claim)
Right to explanation (legal obligation) vs.
Suggestion for explanations (legal best practice)
Sufficiency of idealization (epistemological claim) vs.
Real-world complexity (pragmatic challenge)
Potential for new knowledge (empirical benefit) vs.
Risk of false mechanistic reasoning (epistemological caution)

synthesized argument-rebuttal pairs. The first column
presents a synthesized argument which is labelled as
either in favour or opposed to the necessity of explain-
ability of cAl; a synthesized rebuttal to the argument is
then provided in the second column. A summary of the
discourse for each topic is stated, followed by our subse-
quent analysis, after each Table.

Al Explainability and Epistemological Priority

Those opposing the necessity of explainability of cAl
contend that opaque decision-making aligns with estab-
lished evidence-based medicine (“EBM”) practices
whereby mechanisms of action for treatments can remain
unknown and the treatments are nonetheless used, if
proven effective. Through examples, they argue that

medicine routinely relies solely on empirical outcomes
when lacking mechanistic understanding. On the other
hand, advocates for explainability of cAl argue that EBM
requires a critical appraisal of results that can only be
achieved through the interpretability of the studies that
led to them.

Based on the arguments raised, explainability must be
demanded of cAl only if such an explanation is necessary
to practice EBM. EBM has been defined as “the conscien-
tious, explicit, and judicious use of current best evidence
in making decisions about the care of individual patients”
[24] and the steps to apply EBM have been stated as
defining a clinically relevant question, searching for the
best evidence, critically appraising the evidence, apply-
ing the evidence, and evaluating the performance of EBM
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[24, 25, 26]. The crux of the matter becomes whether a
cAl output can be critically appraised without a provided
explanation; arguably the development and testing of a
black box Al can be critically appraised analogously to the
methods of a treatment trial, and thus both are consistent
with EBM practices in spite of a mechanistic explanation.
In the same way that one author argues against the use of
black boxes by stating that they would need to examine if
their “patient’s age or ethnicity were different such that
it was very unrepresented by the subjects of the clinical
trials” [22], so too can a clinician compare their patient’s
demographic data with that of the training data used for
a black box. To our mind, the concerns raised regard-
ing lack of generalizability of an algorithm [21] speak to
the quality of the algorithm and its training data and are
identifiable based on transparent development practices
rather than output explainability [17]; furthermore Al
explainability does not automatically imply generalizabil-
ity, as a seemingly rational explanation can still produce
incorrect determinations.

Performance and Bias-Variance Tradeoff of Al Explainability
Proponents of the necessity of explainability of cAl sug-
gest that explainable algorithms exhibit superior gener-
alizability by incorporating domain knowledge, avoiding
overfitting, and finding balance in the bias-variance per-
formance tradeoff [20]. They also argue that that explain-
able models also enable clinicians to identify errors and
override incorrect decisions. Opponents assert that pri-
oritizing explainability over raw performance necessar-
ily results in worse patient outcomes by the very nature
of the misprioritization. Critics also point out that both
explainable cAl and black boxes can incorporate human-
in-the-loop decision frameworks.

Our analysis of these arguments is grounded in fram-
ing the discussion through the lens of mathematical opti-
mization. Machine learning algorithms are those that
“automatically alter or adapt their architecture through
repetition (i.e., experience) so that they become better
and better at achieving the desired task” [33]. Within the
conceptual set of all such possible algorithms that can
achieve a desired task, some portion of the set will be
explainable and the rest will not. By limiting our scope of
allowable algorithms only to those that possess explain-
ability, we restrict our options to a subset of the origi-
nal domain within which the best performing algorithm
may or may not reside. Thus while a particular algorithm
with explainability may outperform a particular algo-
rithm without it, as a class, algorithms with explain-
ability can at best achieve non-inferiority relative to the
class of algorithms without this domain constraint. This
mathematical truth holds despite accusations of the over-
fitting of particular deep learning models and improved
generalizability of particular models with explainability

(2025) 25:111 Page 7 of 20

[21] as these observations speak to the implementations
of particular instantiations of algorithms rather than to
global considerations of the algorithm classes in whole.
When considering classes of technology, and not any one
implementation in particular, the demand for explain-
ability must accompany a non-negative performance
cost. Explainability is only one of many possible meth-
ods to control for overfitting; cross-validation techniques
[34], where a subset of the available data is withheld from
algorithm training and used for algorithm testing, are
ubiquitously used to avoid overfitting during develop-
ment without the use of prediction explanations. Fur-
thermore, the prevailing assumption that clinicians will
correct errors made by AI when given output explana-
tions is challenged by the recent findings that clinicians
“struggle to consistently distinguish between accurate
and inaccurate Al predictions and can be misled by inac-
curate Al predictions” [35].

Al Explainability, Autonomy, and Informed Consent
Opponents of the necessity of explainability of cAl argue
that informed consent has never required a mechanistic
understanding of a pathology or the correction imple-
mented by a therapy; they emphasize that mechanistic
understandings do not exist for many common medica-
tions, and that medication package inserts only describe
possible adverse reactions and side-effects. In contrast,
proponents suggest that an individual must be able to
evaluate probabilistic judgements in regards to their care
in order to enact autonomy, which requires an under-
standing of feature importance within a cAl. They also
argue that the law sets out minimum standards of infor-
mation that must be provided to patients that necessitate
explainability.

In our view, issues of informed consent arise with cAl
when either: (a) a patient has been diagnosed with the
support of cAl and subsequently is suggested a treatment
considering the diagnosis, or (b) when a cAlI tool has
recommended a course of treatment for a patient with a
prior diagnosis. A black box cAl-assisted diagnosis is no
more obstructive to informed consent for subsequent
treatment than a diagnosis of idiopathy, or one of exclu-
sion, since with the former no clear explanation of cause
exists and with the latter no definitive diagnostic meth-
odology exists. Yet, the literature is silent on the issue of
informed consent given idiopathic diagnosis or diagnosis
of exclusion; while this may be a shortcoming of the lit-
erature, it is more likely indicative of a double standard
[42] raised in the argument against black box cAl. In the
case of a cAl-generated recommendation of a course of
treatment for a patient, we can delineate two possibilities
again: either the clinician is using the cAl alongside other
existing knowledge and frameworks in order to devise a
treatment plan, or the clinician has no other information
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Table 8 Discourse on Al explainability and clinician and/or patient trust

Arguments

Rebuttals

IN FAVOUR of the necessity of explainability of cAl

“how can we trust our health, let al.one our very lives, to decisions whose pathways “explainability is an instrumental means of establishing and

are unknown and impenetrable? Indeed, without established trust, a patient
may have little or no incentive to seek the advice of a physician or share sensitive
clinical information, which is required by the artificial intelligence algorithms for

diagnostic purposes”[9]

OPPOSED to the necessity of explainability of cAl

“clinicians need transparency around the technology they use to ensure certain
levels of trust. However, clinicians do not necessarily need an in-depth explanation
of how each Al recommendation or outcome is generated, if they are comfortably
satisfied that the technology is accurate and reliable, they being the most impor-

tant factors in ensuring trustworthiness! [17]

“patients trust technology if their doctors recommend it. The concepts of trust and

delegation are inherent to this market” [30]

maintaining trust and control, but is not a critical end in and of
itself”[8]
“a mechanistic understanding of how an intervention works is
not necessary for either trust or transparency” (Bradshaw T.J. et
al, 2023)

“Unfortunately, trust is not something that is so easily transferred.
We can easily imagine a patient who trusts the professional in
most circumstances but fails to trust them whenever they out-
source part of the decision-making process to an Al system."[48]
“patients rely on the clinician’s ability to understand and convey
[...] explanations in a way that is accurate and understandable”
(31]

on which to base their selection of treatment. If the for-
mer, though an explanation might facilitate the clinician’s
assessment and incorporation of the cAl output, the use
of a black box would not prevent them from relying on
the cAl output or explaining their diagnostic rationale to
the patient. If the latter, the explanation from the cAl is
moot since the clinician could not assess the explanation
and would therefore solely rely on empirical evidence jus-
tifying use of the cAl as if it were a black box, anyway.
Thus, mechanistic reasoning is neither presently consis-
tently available, nor necessary to respect autonomy and
achieve informed consent.

Al Explainability and Justice

The major themes raised in this discussion are those of
procedural fairness and distributive justice. Those in
favour of the necessity of explainability of cAl argue that
black boxes pose ethical concerns as they do not afford
individuals the right to understand and appeal a decision
process. They also suggest that black boxes necessarily
predispose systems to a high risk of prejudice by virtue of
their opaqueness. Those opposed argue that black boxes
can be evaluated for systemic bias, and that the transpar-
ency required of cAl is what describes its development
and validity, not reasoning.

Upon examining the preceding discussion, it becomes
evident that proponents of explainable cAl often equate
black box cAl with autonomous cAl. Yet black boxes can
be implemented within a so-called human-in-the-loop
[45] workflow; an allocation of healthcare resources aug-
mented with the input of a black box cAl would maintain
a patient’s right to understand and appeal the decision
process used by the human in the loop. Data availabil-
ity, bias, and prejudice disadvantaging particular social
groups and contributing to further discriminatory sys-
temic inequality by black boxes are extremely valid con-
cerns. However, not only do these concerns equally affect
explainable cAl (as the explainability of the algorithm

has no effect on the quality of the data with which it is
trained), they impact existing quotidian diagnostic tools
[46, 47]. The required solution is identical for each of
these technologies: commitment to continual improve-
ment in health equity by all those involved in the devel-
opment, use, and quality assurance of the technology.

Al Explainability and Trust

Opponents of the necessity of explainability of cAl sug-
gest that clinicians may satisfy themselves as to the
development rigor and accuracy of black boxes without
the need for explanations and by extension, patients can
trust these technologies through the delegation inherent
in relying on their clinician. Proponents of cAl explain-
ability argue that clinicians and/or patients are justified
in requiring an explanation regarding the determination
made by a cAl in order to trust it.

We find points of contention with aspects of both sides
of the argument. In our experience, patients vary widely
in their preference for the amount of detail expected in
the communication of their diagnosis and care plan, as
is reported in the literature [49]. However, in no case
would patients be reasonable in predicating their trust
in their medical practitioner on the clinician’s ability to
produce a perfectly accurate causal explanation for their
illness or definitive diagnostic methodology; in fact, the
public’s greater trust in accurate cAl systems over under-
standable ones has been demonstrated empirically [50].
In light of the existence of idiopathic illnesses and diag-
noses by exclusion, the use of a black box does not seem
so novel, nor therefore problematic, compared to pres-
ent practices. The role of the clinician is in part to convey
complex concepts to the patient, and so the patient is in
part reliant on the clinician’s ability to achieve their own
understanding. However, patients do not — and should
not — completely delegate their determination of trust in
a medical technology to their clinician, as was argued.



Page 12 of 20

(2025) 25:111

Blackman and Veerapen BMC Medical Informatics and Decision Making

[L¥],/SUonde Iy} Ul payisn( A|leiow Jou a1om Ay ‘Aljiqe

-4 JO SUOIIPUO J3pUN ‘UayM sueidIsAyd 03 paquose 9 ued Ayjigisuodsal [ ]
SBUPOM JBUUL J[BY) BulpurisIapun 10 BUIMOUS A|[Nj INOYIM SDIASP 353y} Buisn
104 ‘A}|IgeIUNODDR JO SWIS) Ul ‘9|qisuodsal aq ued suemisAyd |y [edIpaw 4oy [ 7]
'SaUIYDBW 353y} AQ pasned saxelsiw buipnpoul ‘saulydew asay3 bulesado 1oy
3)qIsuodsal paIspISUOD aq 0} SBUPIOM 343 JO YBnous puelsispun pue [0Jjuod

Ul Apuapyyns aie Aay3 14 ‘(63 ‘sueds [g A JO qUIY) JO BuIom Jauul sy} ulejdxa
AJ|N} 30UUBD JO pURISISPUN A||NJ 10U OP A3Y3 YdIym AJaulydeuw pue ssibojouydal
19430 93e19do A|[ed1dAY sueidisAyd asnesaq Ajuo J0u ‘9geIsa3uod i WP siy],

[GS],22Usladxa [eDIPaW UO SMBIP PUB SSPN|DUL YDIYM JUSUISSSS
-Se 9AISUSYa1dwod a10W e Jo Ued 3 AJUo sKem|e pjnoys [9pow ay1 JO asn 3y,

[G5],jeuots

-s3j0id e 0} SNOIAQO AJJUBIDLYNS S19M 3Iniedap Joj suoseal ayy i Ajuo pue i
21D JO PAEPUR]S 31 Yoraig pjnom uodipaid [9pow buoim e Buiyiedsp jou [ 7]
|9pOW 943 YHm 2316es1p Aewd pue Jusw

-Bpnliuspuadapul asDIaxa 03 ‘Me| 95uUab1|Bau Jspun ‘paj|edwod aie $10300p,

[1#] ,3ueniodwl ale sanjeA Juaiied pue asiladxe jeuolssajoid

YDIYM 10 'UOIFeULIO)UI SIY} UO Paseq Jay1iny pajelaqap a9 01 spaau st buloe

Jo Aem 3|gelIsap pue a|geidadde ue Jeym Uoisanb sy} ‘DAI1D349 1SOW 37 pjnom
JuswWiIeal} Jo 2dAY Ya1ym s3o1paid pue ssaul|l ue asoubelp swyiLobie xoq 32e|q Ji,

[16],sueisAyd Aqg [swiaisAs poddns uolisidap [ed1uld] Ul |y Jo asn 3jgisuodsal
10} SISBQ JUIDLYNS PUB AIRSSIIAU B SB dAIDS S0P PUB PINOYS AdeIndde [ ]
Buiyswos op jou Jo op 03 uoledyisnf ybnous Jay

SoAID 1ey1 uoieue|dxe ue s uepisAyd e 03 uoeue|dxa JuaRWNS e 3| Ajlep uj,

[7S]/Amsn(l ‘Ajpueriodull 210w 10 91eHOIISIUI JOUURD A3Y3 AY|IGEUOSEI 9SOUM INg BUew
woly wayi sapnjraid ABojouyal ay3 1ey3 suolisidRP 1o Ajiger| Juedyiubis 03 pasodxa aq 310j219Y3 pjnom suepIsAyd

(]

“J1193(21 01 Buljiey Ul Jusbibau sem Juepudjep uePISAYd Y3 1y} pue 5|geuoseal J0u sem INdIN0 S [9POU Y3 1eY3 9A1
-1sod jooud si AInful sjuaned ayi 3eyy spulofai s giue|d ay3 J21UN0d 0} 3. 39 10U PINOM A3} ‘1 MO||0} O3 3|qeuoseal
SeM 11 10§13} PUR 3|RUOSEI PAWIaS UOISIdSP INdIno (pauleidxaun) s apow Y3 eyl 9b3je syuepusyap ueidisAyd J|

[**] "1N0D Ul 3sIaYy

JO -Wiy puajep 03 Ajige suepisAyd ayi apniaid Jou Ji 9s1u0Idwod pinom Wyiobie Xod 32e|q e ‘Wwiey buiinsal padua
-119dx3 Jualed sy} pue UOISIDAP S[9POW 3Y} pa3dafal 1o paydadde ays 10 8y snedad pans Apuanbasgns st uepiuld e |,

12 Jo Anj1qoupjdxa Jo Alssadau a3 Jo YNOAVH NI

[1€],ANd1IN0 SW215AS 943 UO 10321 03 WLy} BuIMO][e ‘95D 9N [ed1ul|D Ulelad e ul uoniedijdde >130¢01
e PUOASQ WISAS a3 JO abpajmousy aAey suedisAyd 1eys sanidwil Siy ] “ua1sAs 943 Jo saijigeded |ny 93 asn 01 3|ge
3¢ 03 pasu suepisAyd ‘Buisg|lem pue yijeay Jisyi aouwoid 0y suondo syeudoidde 3sow ayy yum syuaned spiaoid o3,

1> Jo ANjiqouip|dxa Jo ANISS339U 3Y3 JO YOAVH NI
[€5],¢Auigisuodsal siyy 01 dn aAl| 03 sueaW d1uR1sIdD a3

W0y 101212d0 URWINY & SALdDP SWI} SWEs 3Y3 18 am Uaym ‘A}|IqIsuodsal ueuiny S1ewi}|n J0j |2 USY} 9M UBD MOH,

[1€],3]geIUN0D2e PIaYy 4O pauoisanb bulsg ploae 0} aulydew ay} Jo

1NdIN0 3Y3 MO||04 Aj[eD11PWHOP ASY1 2U9YM ,2UIDIPIW SAISUDJOP, OIUI P10} 3q IYbiuw suepisAyd ‘21aH "wiay3 Jull| Joyiel
g ‘sueisAyd Jo sanjigeded ayy duUeYUS 10U 1YBIuw 11oddNns UoISIZap [BIUID ‘WS1SAS XOG-408|g B YIM PIJUOIUOD,

1¥2 0 ANj1qouipjdxa Jo AYIssad3U BY3 JO YNOAVH NI

[175],S9A|9SWIDYY pUJSP 01 3|Ge 3q PINOYS SUBIDIUID ‘Juswaaibesip ueldisAyd—-ABojouydal JO JUaA 3y} U,

[eg],sisoubeip

13 S1D1PRIIUOD INCINO | SU3 JI UOIIBNYIS D|GRAOSS.I AJ[BUOIIRI B Ul J[35I3Y PUl UeD |y XOq 3de|q e Burynsuod uepisiyd e,

[S],UOISIDSP UMO JIy] $1$93U0D JO saynsnf Indino swiyiioble sy) asnedsq

UOISIDP UIBLIDD B paydeal Wyioble ue Aym uopeue|dxs ay3 0} Ss958 aARY PINOYS S1adXa UleWop se suepisAyd,

1¥2 Jo Ayjiqpuipjdxa Jo A)1ssa33u 3Y3 Jo YNOAVH NI
[£21,51y3y 1oddns 03 suwo9s

1ndino |y anbedo jo suoieue|dxs Bupinbay ‘syuswWbpN( pue Huiuoseas JIay3 Aysnl 03 ajge ag osje 1snwl A3y3 '9|qs

-uodsai Ajjeoiwalsida bulag A

Isuodsal S|y1 Uo 2xe) 01 suesW syl Aey A3y 1ey sjepdoidde swass Ajuo 1 ‘wusiied

943} IN0GE 3DUIPIAS 1597 PUB UOIIBWIOJUI 3|ge|ieAr 3y} BuleIND SueDIUlD 3y Jo Aljigisuodsal djuwaisids ayy usaib [*7]
"3|qIsuodsai Ajjed1bojowaisida se suepiulD 9zjubodal 03 JueHodUll SUISSS 3 ‘sjualied Ylm UOIFeIOge||0d Ul SuedIUlD A
UDMRLSPUN 34 1SNW ING ‘SWS1SAS |\ O3 PR.I2J9P 9¢ J0UURD JeY) $3SB) JO abuRl B SIAJOAUI BUUOSea) [BD1UI]D 18y} USAID),

[£€] ;wuey Buiploae Jo Ajigisuodsal J1ay3 ||y|ny Al91enbape 03 swiaisAs-|y 3|qed

-I|dxa dojanap siaonpoid ABojouyds) 1eyi 3sisul 03 Juswnbie Ue aAeY $10320p ‘SalNP [euolssajold J1ay) 03 bupuajai Aq,
[127],510108) BUIAIapun sy} Inoge sjep 3y Ul buiag ajiym ‘uoiidipaid s [apow N Ue uo paseq
SUOISID9P JUSWIIRa.) Bulseul ‘92uabijip anp $31e|0IA URDIUID B I19YM $35eD Ul dljewa|gold Ajjeiow g ued AyoedQ,

I¥2 J0 A31j1qpuipbjdxa Jo K)sSIBU DY} J0 YNOAYH NI

s|p1INgay

syuawnbiy

A1ljIgel| |eb3] pue ‘9ousbi|ip anp ‘Aljiqpuipidxa |y UO 9SIN03sI 6 djqeL



Page 13 of 20

(2025) 25:111

Blackman and Veerapen BMC Medical Informatics and Decision Making

[£1],wiey 3jqissod Aue 1uanaid

01 /8D PUE ||1S JUSIDLNS YUM pue A|geuosess pa1oe Aoyl Jay1aym—sallAie
119y} Uo 1nq “ABojouyda} Sy JO 3BPIMOUY SUBIDIUID Y3 UO 10U SI SN0 Y]
[*']sandino

J19y1 uodn Aja1 pue ‘|je 1e Jo Ajued ‘Ajjnj Jay1aym ‘pueIsISpUN 10U Op AS4) 1ey)
ABojouyD) X3|dUOD YUM HIOM USYO SUBDIULD ‘A|SNOIASID pa1edIpul Sy "UOISIDIP
S11 12 PIALLIE } MOY PUB PRUOIIDUN 921ASP |y Jejndiiied e moy Asidaid mauy
UIDIUID SU1 JSY19UM SAIRUILLLRISP A12341P 99 10U ABWU 31 ‘UBIDIUID 3Y1 AQ AINp
JO 4oealq e Sl 2433 JaL1aym BuluIwIIRP Uaym ‘Alljigeure|dxa Jo anss| 9y} uQ,
[0€],24PM1JOS WIOI) S1D3J9P/SI0MD

3|g1ssod Aue a1eulwi|s pue wiey Aue ploAe 0} sda)s 9|GRUOSES ||e }00] Jainioey
-NUeW |\ 9Y} J9Y1dym pue ‘suoie|nbal [eba) pue spiepuels Aisnpur 1o ssaooid
1USWAOISASP | 9Y JOYIDYM UIUIEXS O} PAYUAUI 3] [|IM SadXe 1IN0 ayy "]
9|NpPoW |y punoie Adusiedsuely aiinbal

1M Asy3 ‘Ajjigeure|dxa [es1uydal Jo peaisul

‘SN "129J2P 9y} JOJ 3|qIsu0dsal S| Oym pue Wiey pasned Jeyl 199op dyads e
Sey 11 J9Y19UM SUILLISISP O] JSPIO Ul WIS1SAS S JO 1IpNe/uoiepljeA Juspuadapul
Ue JoNpUod 0} paau 1ybiw spadx3 219 s|1e1ap [eroidde A1oieinbais ‘uoieuloul
Bu13S3] [BDIUID ‘SOWODINO PUB UOIIBWIOJUI UOIIePI|A ‘UOIIRULIOJUI BUlUle} ‘SI9)0
-Wesed d1WyIobe se ydNs ‘sinpou ay) JO Syed SNOLIBA 0} $$920. Paau O} AjoY|
2le SUadXe N0 ‘X AQ palelauab suoneue|dxa [ed1uyda} uo bulAjal Jo pesisul,

Buledoljje pue bujuiuzlap ul Juenodwl Ajgenbie 39 [jim Aljigeule|dxd |y [BDIUYD3] "PasNed Wiey a3 104 3|gel| play o9
PINOYS OYM Pue ‘9AI129J9p S| ABOJOUYIRD) 93 Jayiaym ‘pajelauab sem awodIno Jejndiped e Aym pue moy ‘suoiduny A6o
-|OUY23) MOY PURISISPUN O] PI3U [[IM SLINOD 34} ‘Pa1IRIS SJe sBUIP3920id 1IN0D 943 PUE ULIRY Ul S}NS) 95N | 9SeD U,
[62] ,A]1GPIUNODDE 0} JUBAR|I S| S|PPOW TN JO AM|IgeIR4dIDul JBY) 9PN|DUOD A|2INS 1SN

9UO ‘SOLIPURIS OM] 9594} U99M]SQ 22UIaYIP A|UO 9y} Buiiniiisuod Aljigeiaidisiul Jo 93169p syl YIm ‘95ed ayi SI SIyl 4
["""] u9AS Juaed SSISAPE B} J0) 9|GRIUNOIIE S| UeISAYd

Buipuae 3y} yoiym 03 92169p ay3 s1oedwl A)jige1aidiaiul Jo [9A3] [ ] 93 J9YIaYM JO UoISaNb sy} yse uayi pjnod auQ
[

"Al[1geI21dIa1UI JO [9A3] B BUISG SOLBUSDS 81 U9aMIS] 9oUIRYIP AJUO 9yl Yuim ‘[ '] uoiepl|ea [eduidws ayudsap bul
-uoseal, T A}ney Jo 3Nsal e se [***] Paiind20 Sey JuaAd Judiied 3SI9APE UB YDIYM Ul SOLIBUSDS OM] 31edlod 3ybiw auo,

12 30 A31j1qoup|dxa 30 ANSSIDU Y3 JO HNOAYH NI

s|p1ngay

syuawnbiy

(PoNUNUOD) 6 31qeL



Blackman and Veerapen BMC Medical Informatics and Decision Making (2025) 25:111

Table 10 Discourse on Al explainability and legal statute

Page 14 of 20

Arguments

Rebuttals

IN FAVOUR of the necessity of explainability of cAl

“A right of explanation was arguably first implemented in European General Data Protection Regulation (GDPR), and later adopted
by some other jurisdictions! [30]

“Article 15 (1) [h] and Recital 71 of the General Data Protections Regulations of the European Union require businesses using per-
sonal data to explain how the program makes decisions and to provide data subjects with the right to ask why the model made

“Since the right
to explanation is
contained only
in the (non-bind-

the decision it did" [54]

IN FAVOUR of the necessity of explainability of cAl

ing) recital 71 of
GDPR, there is an
argument that a
right to explana-
tion of individual
decisions does
not derive from
Art. 22(3) GDPR"
[9]

“one can contest decisions, only on the basis of the ways, how the decision made; thus, without an explanation of how the algo-
rithm works, it would be hard (if possible at all) to enforce a right to contest automated decisions and thus the rights to fair trial
and effective remedy enshrined in Articles 6 and 13 of the European Convention on Human Rights” [9]

“Art. 3 para. 2a) [European Charter of Fundamental Rights requires] “free and informed consent” of the patient. This points to a
“shared decision-making” by doctor and patient where the patient has the ultimate say. Medical Al can therefore only be used

if patients have been informed about its essential functions beforehand—admittedly in an intelligible form. This makes it clear,
however, that the European fundamental rights basically require the use of explainable Al'in medicine (see also Art. 13 para. 1 of

the proposed Al Act)” [59]

Al Explainability and Liability

Advocates for explainable cAl argue that black boxes
undermine clinicians’ ability to fulfill ethical and legal
responsibilities, as without an intelligible explanation
they cannot evaluate the validity of cAl recommenda-
tions, or justify the decision to defy them. They suggest
that black boxes force an untenable situation wherein cli-
nicians are simultaneously liable for the shortcomings of
cAl that they cannot interpret while also being incapable
of justifying contradicting the cAl as there is no provided
reasoning for them to refute. Opponents counter that
reasonable judgment can be exercised in the absence
of cAl explanations, as these tools form only part of a

Table 11 Discourse on the achievability of Al explainability

comprehensive assessment. Furthermore, they suggest
that many analogous black boxes are found in modern
medicine, such as magnetic resonance imaging (“MRI”),
the results of which are routinely used by clinicians who
cannot explain its inner workings without ethical or legal
dilemma.

A clinician’s due diligence is tantamount to the quality
of their decision-making process; for this reason, we root
our analysis in interpreting the use of cAl through the
perspective of decision analysis. One foundational con-
cept in this, though commonly ignored, is that good deci-
sions can and do lead to bad outcomes [56] and this is
true for cAl and clinicians alike. We align with those who

Arguments

Rebuttals

OPPOSED to the necessity of explainability of cAl

“Explanations from current XAl methods superficially represent the computational complexity that underlies

a prediction”[28]

“Extracting information from models which may have millions of parameters and presenting this information
in a way understandable to the human mind is an inherently reductive process”[8]

OPPOSED to the necessity of explainability of cAl

"An explanation that assumes a background in computer science, for instance, may be useful for the

manufacturers

and auditors of medical Al systems, but is likely to deliver next to no insight for a medical professional
that lacks this technical background. Conversely, a simple explanation tailored to patients, who typically
lack both medical and computer science backgrounds, is likely to provide little utility to a medical

practitioner.
[...] post hoc explanation methods are not currently
capable of meeting this challenge”[27]

“it can be argued by analogy that if
idealized scientific models such as

the ideal gas law can provide genuine
explanations that enable people to
better understand complex natural
phenomena, then XAl methods can
provide genuine explanations too." [23]

"An explanation does not require
knowing the flow of bits through an
artificial intelligence system, no more
than an explanation from humans
requires knowing the flow of signals
through human brain neurons”[9]
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Table 12 Discourse on Al explainability and scientific discovery
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Arguments

Counter-arguments

IN FAVOUR of the necessity of explainability of cAl
“correlations uncovered by XAl might turn out to be
real but previously unknown biomedical relationships,
in which case XAl could be used as a tool for scientific
discovery”[28]

“it has the potential to discover correlations that a
human observer is totally ignorant of " [53]

“mechanistic explanations can lead to false conclusions, and mechanistic reasoning alone has
been shown to have a high degree of fallibility. At times empirical results can be entirely con-
trary to mechanistic expectations, as in the case of prophylactic antiarrhythmic drugs actually
acting to increase mortality from arrhythmia after recurrent acute myocardial infarction”[8]
“Interpretability may thus feed a misguided expectation that understanding a set of associa-
tions valuable for specific diagnostic or prediction tasks will increase our ability to perform

additional tasks to which those associations are not well suited and for which their accuracy
has not been validated[...]

The long medical preference for radical mastectomy over less aggressive alternatives was
driven by the pathophysiological theory that removing as much tissue from the breast as
possible would reduce the probability of cancer recurrence. Only after a series of clinical trials
was this theory shown to be false”[10]

OPPOSED to the necessity of explainability of cAl
“Ultimately, the primary goals of medicine are prag-
matic: to relieve suffering and promote health. The
elucidation of mechanisms comes secondary to this
goal”[8]

question the necessity of explainability of cAl asserting
that cAI will not be implemented in a vacuum but in the
context of all existing tools at the clinician’s disposal; as
such cAl is to be used as a supplement to, rather than a
substitute for, clinical decision making. A determination
regarding a clinician’s culpability is one as to the reason-
ableness of their decision process and whether it met the
standard of care. While the empirical performance of a
black box is likely a compelling justification for its use,
the use of cAl is not synonymous with concurrence, but
rather with consultation with consideration for the entire
clinical picture at hand. We find the comparison with
MRI to be disanalogous, as the radiologists that inter-
pret the imaging do understand the underlying physi-
cal mechanisms, even if the clinicians that subsequently
make use of the radiologists’ reports do not; we feel the
comparison of black box cAl with clinical practice guide-
lines to be more apt, given that approximately half of
guideline recommendations are based on expert-opinion
alone without supporting evidence [57, 58]. Clinical prac-
tice guidelines are routinely used to complement (not
limit) medical decision-making when clinicians weigh
the risks and benefits of recommendations in determin-
ing their suggested course of action; so too can black box
cAl outputs supplement context and contribute to due
diligence rather than detract from it. Whether or not
explainable, clinicians are not only free to be critical of
cAl output but are ethically and legally compelled to do
so by leveraging the complete diagnostic context avail-
able to them.

Al Explainability and Statute

Supporters of the necessity of explainability of cAl fre-
quently identify portions of the European General
Data Protection Regulation that in their view mandate

explainability of all Al being developed with personal
data, whereas critics stress that the critical wording relied
upon for this opinion exists only in the non-binding
recitals of the Regulation.

cAl statute is in its infancy globally with European
regulations and guidelines seemingly the most devel-
oped in this sphere [60]; this lead to a predominantly
Eurocentric legal perspective represented in the analyzed
publications, though the US Food and Drug Administra-
tion was also mentioned, and the United States Federal
Food, Drug, and Cosmetic Act by extension implicated.
Interestingly, the American Office of Science and Tech-
nology Policy released recommendations calling for
“explanations as to how and why a decision was made”
(OSTP, 2022), and unambiguously demanding explain-
ability (reasoning it necessary to correct errors and guard
against harms), though this blueprint was not mentioned
in the analyzed works. Most every author that touched
on legal statute made mention of the European General
Data Protection Regulation while only a few brought up
the European Charter of Fundamental Rights [9, 59], yet
interpreting the former remains rather elusive while the
latter more compellingly demands explainability of cAl
Based on the arguments put forth we can only conclude
that European fundamental rights preclude autonomous
black box clinical decision making, though this is a mere
subset of the possible implementations of black box cAl
(such as human-in-the-loop [45] workflows wherein a cli-
nician makes a diagnosis using all available tools includ-
ing, but not limited to, a black box). Whether a general
description of an algorithm’s inputs, performance and
training data do not meet the definition of a cAIs “essen-
tial functions” as suggested [59] remains to be judged.
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Achievability of Al Explainability

Advocates for black box cAl make the epistemic claim
that explainability cannot be achieved in practice by vir-
tue of the simplification that is intrinsically necessary of
an explanation, and by the fact that different audiences
require different explanations; those in favour of the
necessity of explainability of cAl respond that simplified,
idealized models, can provide generally accessible expla-
nations of complex underlying processes.

We find the justifications provided for black box cAl
insufficient. As an extension of Holm’s astute comment
regarding the utility of idealized scientific models (2023)
we contend that all medical science is in fact a simpli-
fied representation of complex natural phenomena that
still provides genuine explanations. Though we concede
that any quest for causal explanation can eventually be
expounded to a level of inscrutability, perhaps put best by
Feynman “the problem, you see, when you ask why some-
thing happens, how does a person answer why something
happens?” [61], an explanation’s validity cannot be neces-
sarily compromised by virtue of the inclusion of a simpli-
fication lest we accept that all medical science is similarly
compromised. If this were the case then the entire dis-
course on clinician understanding and patient informed
consent would be moot. While it is true that different
audiences require different explanations tailored to the
nature of their unique needs, the intended audience for
cAl explanations is not ambiguous as suggested [27]
and is arguably the clinician who can subsequently para-
phrase and elaborate for the patient as needed; we would
not question the intended audience of a consult note
or lab result as it is clearly the referring physician, why
should we expect anything different of explainable cAI?
However, though explainable cAl is arguably achievable,
this is only necessary but not sufficient grounds for estab-
lishing necessity.

Al Explainability and Scientific Discovery

Those in favour of explainable cAl suggest that it may
be used as a tool for scientific discovery, with explana-
tions outlining previously unknown relationships within
the data; critics point out that correlation does not imply
causation and provide examples where false mechanistic
reasoning has previously led to iatrogenic harm.

We feel that explanations from cAl tools may very
well present previously unknown correlations or causa-
tions within the data, though outputs of black boxes can
similarly be studied for input-output relationships. While
efforts to chase down the conclusions of any cAl may
turn out to be “misguided” [10] and fruitless on a case-
by-case basis, such is the scientific method [62]. In any
case, the primary purpose of cAl is not to fuel scientific
discovery but to complement clinical care, and as such
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these considerations are tangential to the discussion of
the necessity of explainability thereof.

Conclusion

While the literature remains divided on the subject, the
arguments put forth to date do not necessitate explain-
ability from clinical implementations of Al The issues
raised regarding fundamental rights legislation and the
biomedical ethical principle of justice [19] in the context
of procedural fairness compellingly preclude the use of
autonomous black boxes, but are not convincing regard-
ing human-in-the-loop [45] implementations. With or
without explanations for its outputs, cAl can be critically
appraised as required by evidence-based medicine prac-
tices in a fashion similar to that used for existing empiri-
cal data.

The literature appropriately highlights specific
instances in medicine where empirical approaches are
employed in the absence of mechanistic understanding,
such as the use of lithium as a medication. However, this
reliance on empiricism is far more prevalent than these
discrete examples imply, with estimates suggesting that
up to two-thirds of patients receive no biomedical expla-
nation for at least one of their symptoms [63], resulting in
so-called idiopathic diagnoses. Another common medi-
cal practice, providing a diagnosis upon the exclusion of
all other possibilities within the differential, by definition
uses no specific mechanistic knowledge of the assumed
disease. Thus, patients and clinicians already routinely
operate without mechanistic understanding and rely on
empirical practices.

Clinical practice guidelines are universally applied
despite approximately half of their recommendations
being unsupported by direct evidence [57, 58], effectively
making them black boxes in their own right. Clinicians
are not forced to dogmatically follow the outputs of black
box cAl [31] any more than they are automatons algorith-
mically bound to clinical practice guidelines at present.

From the perspective of mathematical optimization,
it is clear that algorithms with explainability inher-
ently incur a non-negative performance cost compared
to those without this requirement. Although this issue
is debated in the literature, the need for explainability
effectively prioritizes the value of explanation over per-
formance. Clinicians’ trust in cAl ought to be predicated
on the quality of the Al training and performance, which
are elucidated through development transparency and
not algorithm explainability. In turn, patients trust cli-
nicians by virtue of their sound decision-making pro-
cesses, which ought to incorporate cAl, be it black box
or with explainability, into the clinical picture painted by
all information and tools available to the clinician. Argu-
ments against explainability speaking to lack of achiev-
ability are practically irrelevant. Concerns of black box
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