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Abstract
Major underlying health issues can be indicated by even minor nail infections. Subungual Melanoma is one of the 
most severe kinds since it is identified at a much later stage than other conditions. The purpose of this research 
is to offer novel deep-learning algorithms that target the autonomous categorization of six forms of nail disorders 
by employing images: Blue Finger, Clubbing, Pitting, Onychogryphosis, Acral Lentiginous Melanoma, and Normal 
Nail or Healthy Nail Appearance. Based on this, we build an initial baseline CNN model, which is then further 
advanced by the introduction of the Hybrid Capsule CNN model by the reduction of space hierarchy deficiencies 
of the classic CNN model. All these models were trained and tested using the Nail Disease Detection dataset 
with intensive uses of techniques of data augmentation. The Hybrid Capsule CNN model, thus, provided superior 
classification accuracy compared to the others; the training accuracy was 99.40%, while the validation accuracy was 
99.25%, whereas the hybrid model outperformed the Base CNN model with astounding precision, recall of 97.35% 
and 96.79%. The hybrid model additionally leverages the capsule network and dynamic routing, offering improved 
robustness against transformations as well as improving spatial properties. The current study consequently provides 
a very viable, economical, and accessible diagnostic tool, especially for places with a paucity of medical services. 
The proposed methodology provides tremendous capacity for early diagnosis and better outcomes for the patient 
in a healthcare scenario.
Clinical trial number Not applicable.
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Introduction
The architectural complexity of the nail unit proves to be 
an important marker for the general health condition and 
very often represents alterations coinciding with most 
diseases. Architectural changes in the nails constitute 
important diagnostic information within a broad spec-
trum of diseases-from cancer and dermatological dis-
eases to respiratory and cardiovascular diseases [1]. This 
study develops an intricate classification system for nail 
diseases based on the anatomical characteristics of the 
nail unit for the enhancement of accuracy in dermato-
logical diagnosis. Detailed diagnosis of nail diseases such 
as onychogryphosis, cyanosis, clubbing, and koilonychia 
enhances the accuracy of dermatological examination 
and alerts the clinician to more generalized health issues 
including hypoxia or anemia due to an iron deficiency 
[2]. Besides, changes in nails may include manifestations 
like pitting in psoriasis or onycholysis in eczema: two dis-
eases with a long duration.

The foundation for nail disease diagnosis has histori-
cally been a dermatologist’s visual examination [3]. These 
evaluations were useful, but they are frequently unreliable 
because they heavily rely on the clinician’s experience 
and expertise. Furthermore, in more severe situations, 
this subjectivity could result in a delayed diagnosis or 
even an incorrect one [4]. Acral lentiginous melanoma, 
for instance, is infamously difficult to identify at an early 
stage. A pigmented streak in the nail may be the first sign 
of this uncommon but fatal skin cancer. There could be 
catastrophic consequences if this illness is not diagnosed 
or is not recognized on time [5]. For more complicated 
or ambiguous situations, further diagnostic techniques 
including biopsy and dermoscopy were frequently used. 
These are crucial techniques, especially when the ill-
ness is first developing. They are not always conclusive, 
though, and they take a long time [6].

This study uses a nail disease image collection that 
includes tagged images from six different kinds of nail 
diseases to overcome these limitations. The suggested 
model has been trained and validated using the dataset, 
guaranteeing a comprehensive assessment of the system’s 
performance. This labeled dataset gives a good descrip-
tion of ordinary diseases in nail, which helps accelerate 
the learning of a model and improves the accuracy of 
classification.

A hybrid strategy based on a CNN and CapsNet was 
adopted in this work. Although the CapsNets are very 
good at maintaining spatial hierarchies that ensure the 
model preserves crucial knowledge about the relation-
ships between the various components within the image 
of the nail, the CNNs remain excellent for efficiency in 
extracting important features from photos [7]. This will 
hybridize the Capsule CNN model, which integrates 
the benefits of both architectures, such that minor 

differences are provided in the presentations of nail dis-
ease. The purpose of this proposed model is to solve the 
drawbacks of traditional diagnostic procedures by offer-
ing a more automated and accurate tool for identifying a 
range of nail diseases. The approach can greatly enhance 
clinical outcomes by providing faster, more accurate, 
and reliable nail disease identification. Additionally, it 
can lessen the need on subjective evaluations, improv-
ing the consistency and accessibility of dermatologi-
cal diagnoses, especially in areas with limited resources 
where access to skilled clinicians might not always be 
guaranteed. This automated classification approach is a 
significant advancement in dermatology that will enable 
quicker and more accurate identification of nail diseases.

The major contributions of our study are stated below:

 	• In our paper, Shearing, 20-degree rotation, width/
height shifting, zooming, and horizontal flipping are 
applied as data augmentation strategies so that the 
network receives an enhanced dataset and does not 
overfit a particular set of input.

 	• This study proposed two models, a Base CNN model 
with four convolutional blocks for feature extraction, 
batch normalization for stable training, max-pooling 
for dimensionality reduction and Hybrid Capsule 
CNN to further improve understanding of spatial 
cues.

 	• The Hybrid Capsule CNN incorporates a primary 
capsule layer, dynamic routing to capture 
relationships between features, and a length output 
layer to estimate probabilities based on capsule 
vector magnitudes, ensuring robust spatial and 
hierarchical feature representation.

 	• Model-specific loss functions are utilized in this 
study, multi-class output using Sparse Categorical 
Cross-Entropy for the Base CNN and improved 
separation and accuracy using Margin Loss for the 
Hybrid Capsule CNN.

The structure of this study is summarized as follows: 
Sect. 1 presents the Introduction, Sect. 2 presents the Lit-
erature Review, Sect. 3 describes the Proposed Method-
ology, Sect. 4 provides the experimental results obtained 
for both models, and Sect.  5 discusses the Conclusion 
with the future scope of this study.

Literature review
The examination of fingernail color and texture as health 
indicators has filled a critical information gap in medi-
cine, marking a major advancement in healthcare. This 
work opens a new way for early disease diagnosis by 
using nail traits as diagnostic tools. This study reveals 
intricate patterns and spatial linkages in nail photos 
using deep learning techniques, specifically CNNs, which 



Page 3 of 19Shandilya et al. BMC Medical Informatics and Decision Making          (2024) 24:414 

enable automated and objective illness prediction. The 
authors of [8] have developed a mobile application that 
uses a deep learning model to identify disorders solely 
from uploaded nail photos. Additionally, a custom data-
set containing three classes of nail photos selected and 
acquired from skin specialists has been constructed for 
this case. The VGG16 model yielded a 92% accuracy rate. 
The authors of [9] proposed a fine-tuned ResNet101V2 
model to classify nail diseases into three classes. Their 
model attained an accuracy of 89%, precision of 90.8%, 
recall of 87.4% and f-1 score of 87.8%.

According to a study [10], CNN can be used to cre-
ate an automated system for the identification of dis-
eases related to the skin and nails. The created model 
is used in the “DermaDoc” web application to forecast 
these conditions and assist users by giving information 
about the lesion and, if available, temporary relief treat-
ments. Psoriasis, eczema, guttate psoriasis, sebaceous 
cysts, paronychia, and yellow nail syndrome are diseases 
that are taken into consideration. With the use of sev-
eral data augmentation methods and a transfer learning 
strategy on CNN, a greater accuracy of roughly 92.5% 
has been attained. By analyzing nail color, the frame-
work of [11] can identify nine nail illnesses, such as 
Beau’s lines, hyperpigmentation, onychomycosis, and 
others, in nails that are black, blue, red, white, and yel-
low. CNNs are used for feature extraction, and as there 
was no pre-existing dataset, a custom dataset of 18,025 
photos from nine different illness classes was produced. 
The model was evaluated against many methods, includ-
ing KNN, SVM, ANN, and others. With a kappa value of 
84.8%, recall of 89.1%, precision of 89.8%, and accuracy of 
88.05%, it demonstrated good performance in differenti-
ating nail conditions. The research of [12] utilizes VGG16 
and VGG19 models to detect nail disease in three classes. 
They employed 723 image datasets for the training and 
testing of the model. Their results concluded that VGG16 
outperformed VGG19 in this classification task as 
VGG16 achieved 94% accuracy whereas VGG19 attained 
92% accuracy. Whereas in another study conducted by 
[13] VGG16 attained an accuracy of 96%. The authors 
developed a customized dataset of 333 images and these 
images were divided into three classes.

A hybrid model for the classification of dermatologi-
cal diseases that combines CNN and RF is presented 
in his study [14]. Using a data set of 15,000 photos that 
were divided into four categories—acne, hair loss, nail 
fungus, and skin allergy—the RF makes the classification 
judgment while CNN extracts features. 95.2% F1-score, 
95.72% recall, 96.08% accuracy, and 95.12% precision 
were the accuracy findings. The model’s effectiveness 
is further supported by a confusion matrix and perfor-
mance table, and comparisons with more sophisticated 
methods demonstrate how competitively well it performs 

in the classification of dermatological illnesses. By com-
bining CNNs with LSTMs, a novel method for increas-
ing accuracy and efficacy in nail disease diagnosis was 
introduced by [15]. The CNN-LSTM model consistently 
shown exceptional accuracy when evaluated on a range 
of nail situations. The model achieved 94% accuracy for 
nail fungus, 92% for Beau’s Lines, 93% for hangnails, 
and 91% for ingrown toenails, proving its effectiveness 
in identifying varied nail-related disorders. Deep Neural 
Networks (DNNs) developed on two skin image datasets, 
DermNet and ISIC Archive, are used in the study of [16] 
to accurately classify skin diseases. The model’s DermNet 
results showed that it could predict 23 diseases with 80% 
accuracy and 98% AUC, and 622 sub-classes with 67% 
accuracy and 98% AUC. It categorized seven diseases on 
ISIC Archive with 99% AUC and 93% accuracy. The study 
demonstrates how accurately the model can diagnose 
skin conditions, almost matching human accuracy. This 
presents a possibility for large-scale, real-time diagnosis 
utilizing clinical pictures. The improved Vision Trans-
former for automated psoriasis detection is presented in 
the research of [17]. Following pre-processing, a CNN 
retrieves the entire image’s features, which are then con-
catenated with every layer of the Vision Transformer 
encoder to preserve the entire image at every step. Pre-
processed photos are split into patches at the same time 
and sent into the transformer using positional encoding. 
The suggested model yielded an F-Score of 96.5% and a 
classification accuracy of 97.7%. This study proposes a 
hybrid Capsule CNN model to detect and classify nail 
diseases. Table 1 gives the literature in tabular form, stat-
ing some recent advancements in the categorization field.

The literature review highlights crucial progress in the 
application of deep learning techniques in image classifi-
cation for the detection of nail and skin diseases. Multiple 
models, such as VGG16, CNN-LSTM, and Vision Trans-
former, showed high accuracy across various studies. For 
instance, up to 96% classification accuracy was reached 
using VGG16 in [13] for nail disease classification. 
Hybrid approaches, such as CNN-LSTM, showed great 
accuracy for classifying nail fungus and Beau’s Lines dis-
ease by attaining 94% and 92% accuracy for each class in 
[15]. Vision Transformer-based approaches presented in 
[17] attained an F-Score of 96.5% and 97.7% classification 
accuracy in detecting psoriasis in nails. This was made 
possible through a perfect combination of the results, 
hence due to custom datasets like those of 18,025 images 
of nail disease used in [11]. In addition, practical imple-
mentations in the form of the “DermaDoc” web platform 
[8], and [10] mobile applications show how the models 
could find their way into reality diagnostics, targeting 
diseases such as psoriasis, eczema, and fungal infections 
in nails [19–20]. Still, several challenges remain despite 
these developments. Studies often have limitations in 
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Table 1  Showing the name of the disease class, number of class-wise images and sample images of each class
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terms of dataset size and diversity, thereby limiting their 
generalization ability across wider populations.

Advancements in deep learning and hybrid techniques 
[21–22] have significantly enhanced diagnostic capa-
bilities across various medical domains [23] as in Cen-
terFormer a transformer-based framework for dental 
plaque segmentation, which underscores the effective-
ness of advanced architectures in medical image analysis 
[24–25], as well as authors [26–28] proposed a hybrid 
denoising scheme the importance of integrating prepro-
cessing and deep learning. These methodologies inspire 
the development of a Hybrid Capsule CNN [27–30] in 
this study to autonomously detect nail disorders [29]. 
Furthermore, insights from [31] as on complex data link-
ing in medical records could guide future extensions for 
integrating diagnostic results with patient histories. This 
work aims to bridge the gap in dermatological diagnos-
tics [32] by enabling early and accurate detection of nail 
disorders [33 and 34].

Furthermore, whereas some models rely on CNNs, 
their combinations, or variations thereof, capsule net-
works [27, 30, 32] still remain relatively little explored. 
Based on these gaps, this study introduces a Hybrid Cap-
sule CNN model designed to classify nail diseases into six 
categories with improved spatial and hierarchical feature 
learning. This novel method builds upon earlier work and 
seeks to improve classification accuracy and robustness 
with a step toward automated dermatological diagnostics 
[33–34].

Proposed methodology
This section describes the proposed framework that has 
been used for the classification of nail diseases into six 
classes. Figure  1 is a descriptive figure of the suggested 
framework used to achieve the process of nail disease 
classification. From the figure, it can be noticed that data 
gathering is the very first step in the proposed process, 
which means a collection of images of nails with different 
conditions to prepare a dataset for testing and training 
purposes. For this study, the Nail Disease Detection data-
set has been used to gather different nail disease images. 
These preprocessed images are resized to a resolution 
and, subsequently, undergo several data augmentation 
techniques like shearing, rotation by 20 degrees, shift-
ing based on width and height, zooming, and horizontal 
flipping to diversify the dataset. The images are standard-
ized so that they become suitably fit for the model and 
are then divided into three subsets: training, validation, 
and testing sets. The next step of the technique involves 
model development: a base CNN model and a Hybrid 
Capsule CNN model are defined. The Base CNN model 
is designed using four convolutional blocks. Each con-
volutional block is comprised of max-pooling layers for 
dimensionality reduction, batch normalization layers for 

training stability, and convolutional layers for feature 
extraction. After undergoing two convolutional blocks, 
the output is flattened and subsequently passed via a final 
layer of classification.

The Hybrid Capsule CNN model, on the other hand, 
incorporates a capsule network to enhance spatial com-
prehension while improving upon the base CNN archi-
tecture. After the convolutional layers, a primary capsule 
layer is introduced, converting the feature maps into 
capsules. A capsule layer that uses dynamic routing to 
ascertain the relationships between the features comes 
next. The final layer, the length output layer, estimates the 
probability of different nail ailments by calculating the 
size of each capsule.

The images are classified into six categories which com-
prise of nail diseases Clubbing, Melanoma, Onychogry-
phosis, Pitting, Blue Finger, and Healthy. The two models 
that is CNN and Hybrid Capsule CNN models are com-
pared, with the best-performing model being highlighted. 
Before being tested on the test set, both models are 
trained and validated on the training and validation sets. 
A variety of measures are used to evaluate the models’ 
performance, including confusion matrices, training and 
validation loss graphs, as well as classification metrics. 
The outcomes are shown visually to show the models’ 
dependability and accuracy in classifying data.

To show the best classification performance, sev-
eral critical hyperparameters have been carefully tuned 
for both models throughout all the steps in training. A 
total of thirty epochs was employed during the training 
of the models. Thirty-two images of nail diseases were 
dealt with in one epoch. Since the Adam optimizer per-
formed at a very high level while handling big datasets, 
the careful learning rate of 0.0001 was assigned. This 
allowed for progressive learning gains without forc-
ing sudden changes to the model’s weights. A dropout 
rate of 0.45 was chosen to ensure that the models were 
not relying too heavily on any one pattern in the train-
ing data since some of the neurons would be randomly 
dropped every time training was going to pass through, 
thus preventing overfitting while training. The Base CNN 
model employed the Sparse Categorical Cross-entropy 
loss function because it effectively manages categorical 
output and is well-suited for multi-class classification 
challenges. The Margin loss function, which was created 
especially for capsule networks, was used for the Hybrid 
Capsule CNN model. This improved generalization and 
performance during the training phase by promoting 
better separation between the output predictions. These 
hyperparameter selections were crucial in preventing 
overfitting and lowering loss while allowing the models 
to learn intricate features, which resulted in an accurate 
classification of nail disorders.
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Nail disease detection dataset
This study focuses on the nail disease classification. 
For this, the Nail Disease Detection dataset taken from 
Kaggle platform [18] has been used to train and test the 
model. This dataset comprises images aimed at identi-
fying and classifying common nail diseases. The dataset 
includes 3835 images of nail conditions such as Onycho-
gryphosis, Pitting, Melanoma, Blue Finger, Clubbing, and 

Healthy nails. Table  1 displays the sample images from 
the dataset.

Data preprocessing
This section discusses the various methods employed 
for preprocessing the images according to the require-
ments of the model. The images are collected from dif-
ferent personnel, so the images can be of different sizes 
and some sort of noise can be also there in the images. 

Fig. 1  Proposed framework
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Initially, the pictures are loaded and adjusted to a stan-
dard size of 128 by 128 pixels to guarantee that the mod-
el’s input dimensions are consistent. Following resizing, 
the photos’ pixel values are normalized by dividing each 
one by 255. This reduces the range of pixel intensity 
from 0 to 255 to 0 to 1. Because the normalization keeps 
the input values small, it aids in the model’s faster con-
vergence during training. The pre-processed images are 
then stored for later use in testing or training. Next, the 
images are augmented in terms of improving the diversity 
of class-wise images, this will resolve the issue of imbal-
ance dataset. Figure  2. showcases the different transfor-
mations applied to the images during the implication of 
data augmentation.

While performing various image transformation meth-
ods, the system utilizes the following formulas:

a)	 Rotation: It increases the model’s resistance to 
rotational fluctuations by rotating the image up to 20 
degrees. This is performed as given by Eq. 1:

	 I ′ (a′ , b′ ) = I (a.cos (θ ) − b.sin (θ ) , a.sin (θ ) + b.cos (θ ))� (1)

where:

 	• θ states the rotation angle in radians.
 	• After rotation, the new pixel location is I′(a′,b′) 

rather than I(a, b), which represents the initial pixel 
location.

b)	 Width Shift: This transformation contributes to 
the model’s ability to generalize to small changes in 
object position by translating the image by 20% of its 
width horizontally. This is done with:

	 I ′ (a′ , b′ ) = I(a + ∆ a, b)� (2)

where:

 	• Δa denotes the horizontal shift, and it is calculated as 
20% of the image width.

 	• After moving horizontally, the new pixel location is 
I′(a′,b′) instead of I(a, b), which is the original pixel 
location.

c)	 Height Shift: This method gives the model a 20% 
vertical translation, increasing its resistance to 
vertical displacements. It is given by:

Fig. 2  Different data augmentation transformations

 



Page 8 of 19Shandilya et al. BMC Medical Informatics and Decision Making          (2024) 24:414 

	 I ′ (a′ , b′ ) = I(a, b + ∆ b)� (3)

where:

 	• The vertical shift, represented by Δy, is equal to 20% 
of the image height.

 	• (a, b) is the first-pixel location. After moving 
vertically, the new pixel location is I′(a′,b′).

d)	 Shearing: To handle minor picture deformations, 
shear transformation introduces a “skew” effect 
by shifting each pixel in the image in a direction 
according to its distance from an axis. It is given as:

	 I ′ (a′ , b′ ) = I(a + m.b, b)� (4)

where:

 	• The shear factor, m, is fixed at 0.2 (20% shear).
 	• Following the shearing transformation, the new pixel 

location is I′(x′, y′).

e)	 Zooming: Arbitrary zooming in or out of the image 
is applied to aid in the model’s generalization to 
various object sizes. It is calculated as given in Eq. 5:

	 I ′ (a′ , b′ ) = I(sa.a, sb.b)� (5)

where:

 	• sa, sb are the zoom factors
 	• I′(a′, b′) is the zoomed-in or zoomed-out pixel 

location.

f )	 Horizontal Flip: It rotates the image in a horizontal 
position which aids in making the model invariant to 
shifts in the left and right orientation and it can be 
given as stated in Eq. 6:

	 I′ (a′ , b′ ) = I(w − a, b)� (6)

Where:

 	• w is the width of the image.
 	• After flipping horizontally, the new pixel location is 

I′(a′, b′).

Through the process of data augmentation, a more diver-
sified and diverse dataset is produced, which guarantees 
that the model is exposed to many viewpoints of the 
same image and enhances the model’s ability to general-
ize effectively in testing [19]. After the application of data 
augmentation, the number of images increased to 7670 
in the count. Figure  3 gives the details of the set-wise 
images after the data-splitting step. From the figure, it 
can be seen that there are 5369 train images, 1534 valida-
tion images and 767 test images.

Base CNN model
This section discusses the base CNN architecture. The 
base CNN architecture includes multiple essential ele-
ments intended for image classification. The model 
starts with the input layer and is fed images, usually the 
128 × 128 size range images for consistency. The four con-
volutional blocks that make up the architecture’s foun-
dation each have a convolutional layer that uses filters 
to identify patterns or other features in the images. It is 
calculated as:

	 Parameters = (fh · fw · InputChannels + 1) · Filters� (7)

The filters define the number of output feature maps, the 
input channels correspond to the original feature map’s 
dimensions, and fh and fw represent the filter’s height and 
breadth, respectively.

As the network gets deeper, these layers record both 
high-level and low-level characteristics. Following every 
convolution operation, a Batch Normalization Layer is 

Fig. 3  Set-wise description of dataset splitting
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used to normalize the output. By keeping the mean and 
variance of the activations within a predetermined range, 
this normalization helps to stabilize and speed up the 
training process [20]. It is calculated as:

	 Parameters = 2 · Output Channels� (8)

A Max-Pooling Layer follows, which keeps the most 
important characteristics while decreasing the spatial 
dimensions of the feature maps. This aids in downsam-
pling the data and increases the model’s computing effi-
ciency. Its output shape is determined by:

	
Hout = Hin − Pool Size + 2 · Padding

Stride
+ 1� (9)

	
Wout = Win − Pool Size + 2 · Padding

Stride
+ 1� (10)

After the sequence of operations of convolution, normal-
ization, and pooling, the output goes to the flatten layer 
that takes the 2D feature maps and makes them a 1D vec-
tor to be passed into the fully connected layers. Once the 
flattened feature vector is processed, Dense Layer 1 puts 
together the extracted features to discover more intricate 
associations. Following this dense layer, a Dropout Layer 
is introduced to prevent overfitting [21]. During training, 
it randomly disables a portion of the neurons to improve 
the model’s generalization ability. With each neuron rep-
resenting a potential class, the Dense Layer 2, the out-
put layer, generates the final classification. A Softmax 

activation function is applied to this layer for multi-class 
classification to transform the raw outputs into probabili-
ties for each class.

	
P (yi) = exp (zi)∑n

j=1 exp (zi)
� (11)

where Zi is the raw output (logit) for class i. The fol-
lowing formula is used to determine the Dense Layer 2 
parameters:

	 Parameters = (Input Units + 1) · Output Units�(12)

This architecture is appropriate for complex image clas-
sification tasks as it integrates batch normalization and 
dropout for regularization, convolutional layers for fea-
ture extraction, and fully connected layers for classifi-
cation. Table  2 presents the summary of the base CNN 
model. The table displays the quantities of trainable and 
non-trainable attributes.

Capsule network
A neural network architecture called a Capsule Network 
(CapsNet) was created to get around some of the draw-
backs of conventional CNNs, most notably its incapacity 
to represent hierarchical spatial relationships between 
features. Scalar activations, the foundation of feature 
extraction in CNNs, identify the existence of a feature but 
obscure important details about its spatial characteristics 
[22–23]. On the other hand, capsules—collectives of neu-
rons that produce vectors, are introduced by capsnets. 
These vectors express an entity’s pose, position, orienta-
tion, and other instantiation factors in addition to just 
showing the entity’s existence (such as an object part). 
The orientation of the capsule vector encodes the entity’s 
attributes, while its length indicates the likelihood that 
the entity exists. The vector is subjected to a squashing 
function, which maintains orientation while compress-
ing length to a value between 0 and 1, to guarantee that 
capsule outputs are bounded between 0 and 1. Capsule 
Networks are extremely useful for medical image analysis 
because they encode the presence and spatial properties, 
such as orientation and size, of features, thereby being 
insensitive to variations such as rotation or scaling. They 
can model part-whole relationships quite effectively and 
capture anatomical hierarchies that are crucial in medical 
data. Therefore, it is ideal to use these networks to handle 
the complexity and variability of medical imaging modal-
ities such as X-rays, MRIs, and CT scans. Figure 4 shows 
the CapsNet Architecture.

In the Primary Capsule Layer, the initial significant cap-
sule layer, the feature maps generated by convolutional 
layers are organized into capsules. For example, multiple 
feature maps can form a capsule, each contributing a 

Table 2  Base CNN model summary
Layer type Output shape Parameters
Input (128, 128, 3) 0
Conv2D (None, 128, 128, 32) 896
Batch_Norm (None, 128, 128, 32) 128
Max-Pool2D (None, 64, 64, 32) 0
Conv2d_1 (None, 64, 64, 64) 18,496
Batch_Norm_1 (None, 64, 64, 64) 256
Max-Pool2D_1 (None, 32, 32, 64) 0
Conv2d_2 (None, 32, 32, 128) 73,856
Batch_Norm_2 (None, 32, 32, 128) 512
Max-Pool2D_2 (None, 16, 16, 128) 0
Conv2d_3 (None, 16, 16, 256) 295,168
Batch_Norm_3 (None, 16, 16, 256) 1024
Max-Pool2D_3 (None, 8, 8, 256) 0
Flatten (None, 16384) 0
Dense (None, 512) 8,388,736
Dropout (None, 512) 0
Dense_1 (None, 6) 3078
Total Parameters: 8,787,112
Trainable Parameters: 8,787,112
Non-Trainable Parameters: 0
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dimension to the vector. The solitary neuron of a CNN 
cannot encode as much information about a detected 
feature as a capsule vector, which aids the network in 
understanding the relationships between object pieces. 
Additionally, CapsNets [24] employs a novel routing 
strategy called dynamic routing by agreement. This strat-
egy ensures that outputs from lower-level capsules, which 
are responsible for detecting fundamental features, only 
reach higher-level capsules, which are responsible for 
detecting more sophisticated features, if there is a strong 
consensus regarding the outcome. Every lower-level 
capsule employs a transformation matrix that discov-
ers relationships between them to forecast a higher-level 
capsule. Routing coefficients denote the significance of 
each capsule’s prediction in determining the eventual 
output of the higher-level capsule. The result is a predic-
tion vector. These coefficients are dynamically modified 
by an iterative procedure that assesses the agreement 
between capsules and a softmax function. The routing 
coefficient is raised, strengthening the link between those 
capsules, if a forecast matches the output of the higher-
level capsule.

CapsNets are designed with a margin loss function for 
the image categorization task [27]. This loss is different as 
traditionally CNNs utilize the softmax or cross-entropy 
loss algorithms, This encourages a capsule’s output to 
have a length close to 1 if it detects the correct class and 
close to 0 otherwise. The margin loss is provided with 
higher and lower criteria to ensure that the correct class 
capsules produce long vectors while the erroneous class 
capsules produce short ones. The network can also be 
assisted in capturing fine-grained properties by employ-
ing a reconstruction loss. By rebuilding the input image 
using the output of the capsules, the technique aims to 
minimize the mean squared error, a measure of the dif-
ference between the original and rebuilt images. This 
leads to the encouragement of complex, discriminative 
features in the capsules. In conclusion, some of the main 

issues with CNNs are resolved by Capsule Networks, 
which preserve spatial hierarchies through the use of 
vector-based representations and dynamic routing. As a 
result, the network can handle changes like rotations and 
perspective shifts more effectively. Because CapsNets 
can learn more informative feature representations and 
are more resilient to affine transformations than CNNs, 
which may lose spatial information through pooling 
operations, they outperform CNNs in applications that 
demand detailed recognition.

Hybrid capsule CNN model
This section discusses the design of a hybrid Capsule 
CNN model. The Hybrid Capsule CNN Model blends 
traditional CNNs with Capsule Networks to integrate 
the benefits of both architectures [30]. The Hybrid Cap-
sule CNN model incorporates a capsule network to 
enhance spatial comprehension while improving upon 
the base CNN architecture [32]. After the convolutional 
layers, a primary capsule layer is introduced, converting 
the feature maps into capsules. A capsule layer that uses 
dynamic routing to ascertain the relationships between 
the features comes next. The final layer, the length output 
layer, estimates the probability of different nail ailments 
by calculating the size of each capsule. The proposed 
model addresses key limitations of traditional methods 
by using dynamic routing and capsule vectors. Dynamic 
routing avoids the information loss caused by pooling in 
CNNs, ensuring that features are adaptively preserved 
and hierarchically structured. Capsule vectors, unlike 
scalar activations, encode both the presence and spatial 
attributes (e.g., pose, rotation) of features, enabling the 
model to capture part-whole relationships and spatial 
transformations effectively. These features improve the 
model’s ability to handle variability and structural com-
plexity in data, overcoming the limitations of traditional 
CNNs.

Fig. 4  Capsule network architecture
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The Hybrid CNN-CapsNet Model integrates the advan-
tages of feature extraction in CNN with spatial relation-
ship capture in CapsNets. The architecture starts with an 
input layer feeding the image into four hierarchical con-
volutional blocks, which consist of convolutional layers 
for the detection of patterns, batch normalization for the 
stabilization of training by normalizing the feature maps, 
and max-pooling layers, reducing the spatial dimensions 
but keeping the crucial features. This sequence allows the 
model to learn progressively abstract and complex fea-
tures. Further generalization and prevention of overfit-
ting during training are achieved by using a dropout layer 
after the last convolution block, which randomly deacti-
vates neurons to minimize reliance on specific features. 
The convolutional blocks form the foundation for feature 
extraction, which is critical for moving into the Capsule 
Network part of the architecture.

Now after feature extraction, this output is passed to 
Primary Capsule Layer, so the process now is no lon-
ger a traditional CNN processing but has shifted to the 
CapsNet framework. Here the feature maps are grouped 
into capsules that are vectors, which may represent not 
only the existence of a feature but also spatial attributes 
such as the position, orientation, and size. This represen-
tation overcomes one of the main drawbacks of CNNs, 
which are usually prone to losing spatial hierarchies due 
to max-pooling. The model then uses dynamic routing 
to make sure that capsules interact effectively and routes 
the outputs to higher-level capsules based on agreement, 
keeping meaningful spatial relationships. The Higher-
Level Capsule Layer encapsulates abstract and complex 
feature relationships, allowing the network to represent 
objects or parts with spatial and hierarchical precision. 
Lastly, the Length Layer calculates the norm of capsule 
vectors, which actually reflects class probabilities, and 
therefore provides an exact classification. The hybrid 
approach closes the gap between CNN’s feature extrac-
tion efficiency and spatial awareness abilities of Cap-
sNets, and hence, is highly suitable for applications where 
strong object-part relationships are involved, like in med-
ical image analysis or complicated object detection. The 
outputs from the capsule layer are vectorized by employ-
ing a squashing function as given by Eq. 7:

	
vi =

∥∥xi
2
∥∥

1 + ∥xi
2∥

.
xi

∥xi∥
� (13)

where:
the input to the capsule is represented by the symbol xi. 

The squashing function makes sure that the output vec-
tor, vi, is normalized to have a length between 0 and 1.

A capsule vector aids the network in understanding 
the interactions between the image parts, which a single 
neuron in a CNN cannot encode as much information 

about a detected feature. Furthermore, dynamic routing 
by agreement is a novel routing strategy used by Cap-
sNets that ensures that outputs from lower-level cap-
sules, or those in charge of detecting basic features, only 
reach higher-level capsules, or those in charge of detect-
ing more complex features, if there is a strong consensus 
regarding the outcome.

	 cij = softmax (bij)� (14)

Here, cij is the coupling coefficient between capsule i in 
the current layer and capsule j in the subsequent. The 
network can ascertain how much of the output of cap-
sule i contributes to capsule j. Each lower-level capsule 
forecasts a higher-level capsule by utilizing a transforma-
tion matrix to find correlations between them. Routing 
coefficients show how much importance each capsule’s 
forecast ought to have in determining the higher-level 
capsule’s final output. The outcome is a vector for pre-
diction. An iterative process measuring the agreement 
between capsules and a SoftMax function dynamically 
modifies these coefficients. If the prediction matches the 
output of the higher-level capsule, the routing coefficient 
is increased, strengthening the connection between those 
capsules. The Higher-Level Capsule Layer receives the 
output from this layer after that. The probability that the 
input corresponds to the class that each capsule in the 
layer represents is indicated by the length of the capsule 
vector in this layer. Every capsule produces a vector as its 
output, and the length of the vector indicates the likeli-
hood that the class was identified.

Ultimately, the categorization result is provided by the 
Length (result) stage. The probability of the discovered 
class is correlated with the length of each capsule vector. 
To guarantee that the vector lengths of the proper class 
capsule and the incorrect class capsules are almost equal, 
this model employs a Margin Loss function. For image 
classification tasks, the hybrid model is particularly use-
ful because it combines the strong routing mechanism 
and spatial awareness of CapsNets with the feature 
extraction capability of CNNs. The margin loss is defined 
as follows:

	

Li = Tj · max
(
0, m+ − ∥vj∥

)2 + λ − (1 − Tj)

· max
(
0, ∥vj∥ − m−)2 �(15)

Here, the output capsule vector is represented by vj, the 
margins (hyperparameters) are represented by m+ and 
m−. The ground truth is represented by Tj.
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Results and discussion
This section of the article presents a graphical exami-
nation of the model’s performance during the training, 
validation, and testing stages. The Base CNN model’s 
performance evaluation is covered in Sect. 4.1, while the 
Hybrid Capsule CNN model’s performance evaluation 
is covered in Sect. 4.2. After that, both models are com-
pared in Sect. 4.3, and the model that performs the best is 
chosen to classify nail illnesses into six different groups. 
Last but not least, Sect.  4.4 presents the categorization 
outcomes attained during the best-performing model’s 
testing phase.

Accuracy and loss representation for base CNN model
This section displays various performance measures 
achieved during the training and testing phase of the base 
CNN model.

Figure  5 showcases the graphical view of the accu-
racy and loss development models The two graphs are 
the performance of the model throughout thirty epochs 
showing accuracy and loss for both the training set and 
validation set. From the loss graph, it is apparent that the 
model is learning efficiently and minimizing mistakes 
since the training loss declines smoothly to 0.02 by the 
end of the thirty-first epoch from the very high level at 
the start of 0.85. There are similar trends in the validation 
loss, which begins from 0.44 and decreases down to 0.11 
while showing in detail how well the model generalizes to 
unseen data without overfitting.

From Fig. 5(b) it can be analyzed that the training accu-
racy of the accuracy graph rises from 61.04 to 99.4%, 
showing great improvement from the training set in 
terms of prediction accuracy. Then, the validation accu-
racy grew stronger from a higher beginning position of 
85.41% up to 97.75%. Both of the figures grow progres-
sively, which means the model is consistent and well-
trained on both datasets.

Figure 6 shows the confusion matrix that was obtained 
when the base CNN Model was tested. The confusion 
matrix provides an analysis of how well the Base CNN 
model performs as it compares expected and actual class 

Fig. 6  Confusion matrix for base CNN model

 

Fig. 5  Base CNN model accuracy and loss evaluation (a) Training and validation loss (b) Training and validation accuracy
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labels, citing nail diseases into six categories. Off-diago-
nal numbers are those having errors, while the diagonal 
elements show correct predictions. The model got 124 
pictures correct for Class 0 while getting 1 image wrong 
for Class 1, 1 image wrong for Class 2, and 2 images 
wrong for Class 5. Although this results in some tiny 
error margins regarding the classification of some of the 
pictures into neighboring classes, it is still quite a good 
performance for Class 0. Since only one picture was con-
fused with Class 0 while another one was with Class 5, 
Class 1 got 126 correct pictures and showed practically 
a perfect performance for that class. Class 2 produced 
125 correct predictions, but of course, with uncertainly 
over 1 image wrongly classified as Class 1, 1 as Class 3 
and 1 as Class 5. It hence indicates that even though the 
model performs very efficiently, there are times that it 
will misinterpret small changes of illness trends. Though 
there were some mistakes in the light of the 122 correctly 
categorized Class 3 images, the overall classification was 
still quite strong. Two were incorrectly classified as Class 
0, and one as Class 5. Three of the 125 images in Class 
4 were falsely identified as Class 1, showing huge over-
lapping features of these two classes. The rest of the 125 
images were classified correctly. It correctly classified 128 
images, although in some confusion; one was classified 
into Class 0 and the other in Class 3. Summarizing, the 
confusion matrix shows that it does a good job of differ-
entiating between the six groups since most of the pre-
dictions are on the diagonal, thus representing correct 
classes.

Table  3 gives the performance parameters achieved 
during the evaluation of the base CNN model. This table 
gives a deeper view of how well this model works for 
most categories. The classes with high precision demon-
strate the accurate predictions made by the model. The 
precision varies from 97.04% for Class 5 to 98.43% for 
Class 0. True positive forecasting proportions in com-
parison with all positive predictions vary from 92.61% 
for Class 0 to 95.19% for Class 3, which indicates a result 
of recall to be quite lower but impressive, measuring the 
skill of the model in identifying all the real positives. That 
is, in most images, the model correctly identifies the 
class, but very few images exist where the model classifies 
the true label incorrectly.

The model does not deviate much, actually steadily 
performing on all six classes to demonstrate its power. 
Indeed, as seen above, the F1-score, or harmonic mean 
of precision and recall, balances these two measures with 
values ranging from 95.22% (Class 5) to 96.41% (Class 1). 
The model again yields consistently high accuracy with 
a measure of the percentage of accurate predictions for 
every class at 97.75%, hence suggesting that the model is 
in general effective for the accurate classification of nail 
diseases. This thorough analysis shows that the model 
could achieve almost perfect classifying performance 
based on the fact that it correctly and reliably distin-
guishes the six different types of disease. Although there 
were a few small misclassifications highlighted by the 
confusion matrix, the model did a fairly good job overall. 
By the conclusion of 30 epochs, the model had learned 
a great deal, as evidenced by the training and validation 
metrics. The model is a trustworthy tool for disease clas-
sification because the class-wise performance measures 
demonstrate that it is accurate and efficient across all six 
nail disease categories.

Accuracy and loss representation for hybrid CNN model
From the performance metrics presented in the two 
tables, the behavior of the model while training and vali-
dating could be gathered comprehensively with its capa-
bility to classify classes. Figure  7 gives a graphical view 
of the hybrid Capsule CNN model accuracy and loss 
development. From Fig. 7(a) the model’s loss can be seen 
that T.L decreases gradually from a high initial value to 
a much better fit to training data and, after some minor 
oscillations, maintains approximately zero good conver-
gence. The V.L is approximately the same, in terms of 
trend; it is decreasing and settling which is good regard-
ing generalization to unseen data. The proximity of the 
training and the validation loss lines indicates that the 
model is not overfitting.

Further evidence of the model’s effectiveness is pro-
vided by the accuracy graphs of Fig. 7(b) for training and 
validation. The T.A steadily increases as the procedure 
goes on, reaching almost 100% at the end. The V.A, which 
consistently follows the training accuracy and stabilizes 
at 99%, shows how resilient the model is and how well 
it can generalize to new data. From the figure, it can be 
seen that during the 16th epoch, the T.A drops but then 
it further increases to an optimum value.

The confusion matrix obtained during the hybrid Cap-
sule CNN Model’s testing is shown in Fig.  8. This indi-
cates that the model performs well in categorization for 
each of the six classes. The confusion matrix shows that 
the Hybrid CNN-CapsNet model performs well over-
all, with most predictions correctly matching the actual 
classes, as seen in the high numbers along the diagonal. 
However, there are a few misclassifications, such as three 

Table 3  Performance measures for base CNN model
Class label Precision % Recall % F-1 score % Accuracy %
0 98.43 92.61 95.47 97.75
1 97.71 94.92 96.41
2 97.14 94.13 95.60
3 97.38 95.19 96.31
4 97.28 93.88 95.60
5 97.04 93.43 95.22
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samples from Class 3 being incorrectly predicted as Class 
0 and one sample from Class 1 also classified as Class 0. 
These mistakes can occur due to overlapping features 
between certain classes, making them harder to distin-
guish. The matrix shows that the model works admirably 
overall, with very few small classification errors.

Table 4 illustrates the model’s performance in accu-
racy, precision, recall, and F1-score on six different 
classes. Class 0 performs highly in the prediction of 
this class with very few misclassifications with a pre-
cision of 97.79%, recall of 96.37%, and an F1-score of 
97.07%. Class 1 achieves 97.08% precision, 97.36% 
recall, and 97.21% F1-score which confirms the great 
efficiency of the model in producing correct clas-
sifications of data belonging to this class. Class 2 
performances are uniform throughout this category 
with an F1-score at 96.96% based on a precision 
of 96.50% and a recall of 97.44%. The classifica-
tion performance of the model was quite balanced 
for Class 3 as well with precision at 97.42%, recall 
at 96.57%, and F1-score at 96.99%. Class 4 per-
forms similarly with an accuracy of 97.79%, recall 
at 96.37% and an F1-score of 97.18%, Class 4 per-
forms similarly. Lastly, Class 5 reveals the resilience 
of the model with all the six classes crossed with an 
accuracy of 97.55%, a precision is 96.68%, and an 
F1-score of 97.11%.

Table 4  Performance parameters for the hybrid capsule CNN 
model
Class Label Precision % Recall % F-1 Score % Accuracy %
0 97.79 96.37 97.07 99.25
1 97.08 97.36 97.21
2 96.50 97.44 96.96
3 97.42 96.57 96.99
4 97.79 96.37 97.18
5 97.55 96.68 97.11

Fig. 8  Confusion matrix for hybrid capsule CNN model

 

Fig. 7  Graphical presentation of the hybrid capsule CNN model (a) Model training and validation loss (b) Model training and validation accuracy
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The slight reduction in the Precision index of the hybrid 
Capsule CNN model for Class Label 0 and 1, compared 
to the base CNN model, the reason for this can be the 
feature overlap within the dataset. If the features of Class 
Label 0 and 1 significantly overlap with other classes, the 
dynamic routing mechanism might result in a marginal 
reduction in precision while aiming to preserve spatial 
relationships for all classes. Overall, all these classes have 
accuracy levels over 96% and provide substantial evi-
dence that the model is useful for low error rates of its 
capability in classifying six different nail disease groups. 
These results establish that the model has a great gener-
alizing capacity and depends on reliability at an overall 
validation accuracy of 99.25%.

Comparison of both the model’s performance
This section discusses the comparison of the perfor-
mance of both Base CNN and Hybrid Capsule CNN 
models. Figure 9 gives the comparison chart for the per-
formances of both models. The figure depicts the overall 

performance of the models in terms of precision, recall, 
f-1 score and accuracy.

As may be observed from Fig.  9, the Hybrid Capsule 
CNN model has outperformed the base CNN model in 
terms of all the performance measures. From this com-
parison chart, consequently, it can be said that the Hybrid 
Capsule CNN model is well suited for the classification of 
nail diseases into six classes.

Table  5 gives a comparison table for Base CNN and 
Hybrid Capsule CNN Model. From this table, it can be 
easily analyzed how the hybrid Capsule CNN model is 
better than base CNN model.

Visualization of the classification results
This section showcases the classification results achieved 
during the testing of the best-performing model. Fig-
ure  10 displays the classification results labeled with 
actual class and predicted class label.

Table 5  Comparison of both the models
Parameters Base CNN Model Hybrid Capsule CNN Model
Feature 
Representation

• Uses scalar outputs where each neuron represents the pres-
ence of a feature.

• Capsules produce vector outputs that represent both feature 
presence and spatial properties.

Dynamic Routing • CNN layers have fixed connections without
dynamic communication.

• Utilizes dynamic routing by agreement, allowing flexible com-
munication between capsules based on feature agreement.

Handling Spatial 
Hierarchies

• It has difficulty in capturing part-whole relationships in 
complex structures.

• Effectively captures part-whole relationships, improving its 
ability to handle spatial hierarchies and transformations.

Robustness to 
Transformations

• Less robust to variations like rotation, scaling, or translation. • More resistant to such transformations due to capsule vectors 
and dynamic routing.

Training Complexity • Simpler and faster to train with lower computational 
requirements.

• More complex and computationally demanding due to its 
capsule architecture and routing process.

Overfitting and 
Generalization

• Prone to overfitting, often requiring dropout and other 
regularization methods.

• Better generalization and less prone to overfitting, thanks to 
richer feature representations and routing mechanisms.

Common Application 
Areas

• Extensively used for image classification, object detection, 
and related tasks.

• Suitable for tasks requiring strong spatial understanding, such 
as detailed image recognition and segmentation.

Interpretability • Limited interpretability, as neurons only capture whether a 
feature is present or not.

• Provides higher interpretability by capturing both feature 
presence and spatial characteristics within capsules.

Fig. 9  Performance comparison of base CNN model and hybrid capsule CNN model

 



Page 16 of 19Shandilya et al. BMC Medical Informatics and Decision Making          (2024) 24:414 

Analysis of proposed model with different optimizers
The standard deviation results provided in Table 6 were 
from several runs of the Hybrid Capsule CNN segmenta-
tion model, each with a different optimizer. In each case, 
the model was trained and tested on several independent 
experiments or folds, and then its performance metrics, 
that is, accuracy, precision, recall, and F1-score, were 
computed for each run. The standard deviation of each 
metric was then calculated to capture the variability in 
the performance across different runs. This allows us to 
evaluate consistency and reliability in the results yielded 
by the model under each optimizer. Table  6 describes 
the proposed model’s performance achieved on different 
optimizers.

From Table  6 it can be analyzed that with an accu-
racy of 99.25%, precision, recall, and F1-score values of 
97.35%, 96.79%, and 97.07%, respectively, and extremely 

low SD values, Adam is the best performer due to its 
consistent and dependable performance. With the high-
est recall (97.79%), good precision (97.03%), and accuracy 
of 98.56%, RMSprop comes in second with an F1-score 
of 97.41%, demonstrating consistent results as well. With 
a 97.90% accuracy rate and good metrics (97.65% preci-
sion, 96.78% recall, and 97.21% F1-score) with little vari-
ance, SGD also performs well. Despite its effectiveness, 
Adagrad performs marginally worse than the others, with 
slightly higher SD values and accuracy, precision, and 
recall of 95.67%, 94.23%, and 95.01%, respectively, as well 
as an F1-score of 94.62%. Considering all analysis, Adam 
is the best optimizer, offering the most accuracy and con-
sistent performance; RMSprop and SGD are other excel-
lent options.

Comparison of proposed model with transfer learning 
models
The performance of various models has been shown in 
Table 7, in which the Proposed Hybrid Capsule CNN, is 
compared using several metrics. Along with the standard 
deviations (SD), which show how consistent the findings 
are over several runs, the table displays the performance 
of several segmentation models based on accuracy, pre-
cision, recall, and F1-score. DenseNet121 obtains an 

Table 6  Performance analysis of proposed model on different 
optimizers
S.No Optimizer Accuracy Precision Recall F-1 Score
1. Adam 99.25 ± 0.50 97.35 ± 0.40 96.79 ± 0.45 97.07 ± 0.38
2. Adagrad 95.67 ± 0.62 94.23 ± 0.58 95.01 ± 0.55 94.62 ± 0.60
3. SGD 97.90 ± 0.47 97.65 ± 0.42 96.78 ± 0.45 97.21 ± 0.41
4. RMSprop 98.56 ± 0.53 97.03 ± 0.48 97.79 ± 0.43 97.41 ± 0.46

Fig. 10  Visualization of classification results
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F1-score of 89.19% with an accuracy of 87.91%, precision 
of 90.82%, and recall of 86.85%. There is moderate stabil-
ity in its SD values. With a 92.89% accuracy rate and bal-
anced precision (90.34%) and recall (91.08%), ResNet50 
outperforms, resulting in an F1-score of 90.39%. Its 
lower SD values suggest more dependable outcomes. 
VGG19 performs marginally worse, with considerable 
consistency demonstrated by its SD values and accu-
racy of 89.37%, precision of 85.67%, recall of 86.09%, and 
F1-score of 85.02%. Notably, the Proposed Hybrid Cap-
sule CNN achieves an exceptional accuracy of 99.25%, 
precision of 97.35%, recall of 96.79%, and F1-score of 
97.07%. Very low standard deviations (SD) for example, 
± 0.50 for accuracy indicate remarkable consistency and 
dependability. Considering all these performance param-
eters, the Proposed Hybrid Capsule CNN is the greatest 
option for the segmentation assignment since it performs 

the best across all parameters and has exceptional 
consistency.

Comparison with the current state of art
To identify nail diseases into six different categories Ony-
chogryphosis, Pitting, Melanoma, Blue Finger, Clubbing, 
and Healthy nails this section compares the performance 
of the suggested Hybrid Capsule CNN Model with par-
ticular recent studies. The proposed study and the actual 
State of Academic Knowledge are contrasted in Table 8. 
According to the table, the proposed Hybrid Capsule 
CNN Model fared better than rival models like VGG16, 
Ensemble Model, UNet, and others. With an accuracy 
of 99.25%, total precision of 99.13%, recall of 99.13, and 
f-1 score of 99.12%, it was the most successful. These 
remarkable outcomes show how the proposed frame-
work may more accurately and efficiently classify photos 
of nail diseases. The closest rival to the suggested model 

Table 7  Comparative analysis of proposed model with other transfer learning models
S.No T.L Model Accuracy Precision Recall F-1 Score
1. DenseNet121 87.91 ± 1.25 90.82 ± 1.10 86.85 ± 1.35 89.19 ± 1.20
2. ResNet50 92.89 ± 0.85 90.34 ± 0.95 91.08 ± 0.90 90.39 ± 0.80
3. VGG19 89.37 ± 1.10 85.67 ± 1.20 86.09 ± 1.25 85.02 ± 1.15
4. Proposed Hybrid Capsule CNN 99.25 ± 0.50 97.35 ± 0.40 96.79 ± 0.45 97.07 ± 0.38

Table 8  Comparison with current state of art
Reference Technique/ Model used Number of Images/ Dataset Number of Classes Performance Measures

Accuracy % Other Parameters
 [7]/2022 Deep Learning 120/Patient Data 2 82 Recall 72.7% Specificity 72.9%

AUC 0.755
 [18]/2023 VGG16 723/Nail Disease Dataset 3 94 -
 [19]/2022 Ensemble of CNNs 185/Patient Data 2 95 Precision – 94%
 [20] /2022 UNet 723/Nail Disease Dataset 2 86.49 -
 [21]/2024 CNN MobileNetV2 1159/Nail Disease image dataset 8 97 -
Proposed Hybrid Capsule CNN Model 3835/Nail Disease Detection Dataset 6 99.25 Precision – 97.35%

Recall – 96.79%
F-1 Score – 97.07%

Fig. 11  Graphical presentation of comparison analysis
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is CNN-MobileNetV2. Figure  11 shows the comparison 
analysis graphically. From the figure, it can be seen that 
the proposed hybrid Capsule CNN model has outper-
formed other models efficiently in classifying the corn 
leaf diseases.

In comparison, methods like VGG16, UNet, and other 
ensemble-based CNNs [17–21] perform well but fall 
short in overall accuracy and specificity for multi-class 
classification tasks. The Hybrid Capsule CNN’s strong 
performance can be attributed to its advanced architec-
ture, which likely combines the advantages of capsule 
networks in capturing spatial hierarchies with the robust-
ness of CNNs in feature extraction. Given its impressive 
performance on the Nail Disease Detection Dataset, the 
model has potential applications in other areas of der-
matology. It could be extended to detect and classify 
various skin conditions, including eczema, psoriasis, or 
melanoma, by training on diverse datasets. Its high preci-
sion and recall make it suitable for tasks where accurate 
detection and minimal false negatives are critical. How-
ever, further studies with larger, diverse datasets and dif-
ferent dermatological applications would be needed to 
validate its generalizability.

Conclusion and future work
In conclusion, this research began with the development 
of a Base CNN model for nail disease classification and 
progressed to the creation of a more advanced Hybrid 
Capsule CNN model to improve classification perfor-
mance. The integration of capsule networks into the 
Hybrid model significantly enhanced its ability to capture 
spatial hierarchies and handle transformations, leading 
to better overall classification outcomes. The Nail Dis-
ease Detection dataset has been employed to conduct the 
training and testing of both models. With an accuracy of 
99.25%, the Hybrid Capsule CNN model provides a more 
accurate, robust, and dependable solution for automated 
nail disease classification then Base CNN model with 
97.75 accuracy. Its potential applications extend to medi-
cal diagnostics and healthcare automation, where accu-
rate disease detection is critical for effective treatment.

The proposed Hybrid Capsule CNN shows great poten-
tial for real-world medical applications, but its clinical 
adoption would require thorough validation on diverse, 
real-world datasets that reflect variations in patient 
demographics, imaging conditions, and disease stages. 
To adapt it for clinical use, the model could be integrated 
into hospital workflows or telemedicine platforms as 
a decision-support tool, with user-friendly interfaces 
enabling easy input and interpretation of diagnostic 
results. With further fine-tuning, the model could also 
be extended to detect a broader range of dermatological 
conditions, transforming it into a versatile clinical asset 
for improving diagnostic accuracy and patient care.
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