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Abstract
Background  Psychological disorders, such as anxiety and depression, are considered to be one of the causes of 
noncardiac chest pain (NCCP). And these patients can be challenging to differentiate from coronary artery disease 
(CAD), leading to a considerable number of patients still undergoing angiography. We aim to develop a practical 
prediction model and nomogram using cardiopulmonary exercise testing (CPET), to help identify these patients.

Methods  1,531 eligible patients’ electronic medical record data were obtained from Guangdong Provincial People’s 
Hospital. They were randomly divided into a training dataset (N = 918) and a testing dataset (N = 613) at a ratio of 6:4, 
and 595 cases without missing data were also selected from testing dataset to form a complete dataset. The training 
set is used to build the model, and the testing set and the complete set are used for internal validation. Eight machine 
learning (ML) methods are used to build the model and the best model is finally adopted.

Results  The model built by logistic regression performed the best, and among the 29 parameters, six parameters 
were determined to be valuable parameters for establishing the diagnostic equation and nomogram. The nomogram 
showed favorable calibration and discrimination with an area under the receiver operating characteristic curve (AUC) 
of 0.857 in the training set, 0.851 in the testing set, and 0.848 in the complete set. Meanwhile, decision curve analysis 
demonstrated the clinical utility of the nomogram.

Conclusions  A nomogram using CPET to distinguish anxiety/depression from CAD was developed. It may optimize 
the disease management and improve patient prognosis.

Keywords  Cardiopulmonary exercise testing, Anxiety and depression, Coronary artery disease, Diagnostic predictive 
models, Nomogram
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Background
Chest pain is a common reason for visits to emergency 
departments and cardiology clinics [1, 2]. In approxi-
mately 50% of cases, patients present with noncardiac 
chest pain (NCCP), which occurs in the absence of an 
identifiable cardiac cause [3]. NCCP is often difficult to 
distinguish from ischemic angina [4–6]. Traditional diag-
nostic tools such as coronary angiography are invasive 
and not conducive to early screening. According to the 
findings derived from the Women’s Ischemia Syndrome 
Evaluation (WISE) study, sponsored by the National 
Heart, Lung, and Blood Institute, over 40% of partici-
pants experienced recurring hospitalizations due to 
chest pain on multiple occasions. Additionally, within a 
follow-up period spanning 1 to 5 years, 30% of individu-
als underwent repeated coronary angiography, despite 
demonstrating “normal” coronary arteries during a prior 
hospitalization [7]. Excessive diagnostic testing and 
hospitalization resulted in not only elevated healthcare 
expenditures but also suboptimal treatment outcomes 
[8, 9]. Researchers have recognized that the symptoms 
in such patients may be caused by psychological fac-
tors such as anxiety and depression, possibly due to the 
heart-brain relationship [10–13]. Scales are frequently 
used to screen for anxiety and depression, but they are 
limited by their subjectivity and the possibility of false 
negatives if patients deny their psychological problems. 
Semi-structured interviews such as the Structured Clini-
cal Interview for DSM disorders (SCID-I) would be accu-
rate for diagnosis, but they are time-intensive and require 
involvement of a psychiatrist. Therefore, there is a press-
ing need in clinical practice for a more efficient, precise, 
and noninvasive method to distinguish between anxiety-
depression related NCCP and ischemic angina.

Cardiopulmonary exercise testing (CPET), a non-
invasive test assessment of the functional capacity of the 
cardiovascular and respiratory systems during physical 
exertion, provides a unique insight into the independent 
and coupled functions of the cardiovascular, respiratory, 
skeletal and neurophysiologic systems. Several abnormal 
CPET indicators, including peak VO2, ΔVO2/ΔWR and 
O2 pulse, are acknowledged as indicators linked to myo-
cardial ischemia; thus CPET is emerging as a promising 
instrument for the early detection and intervention of 
CAD [14, 15]. Compared to coronary angiography, CPET 
not only assesses the adequacy of myocardial perfusion 
but also provides a comprehensive evaluation of cardiac 
function, pulmonary function, and metabolic status. 
Furthermore, as a non-invasive procedure that does not 
require the use of contrast agents, CPET is particularly 
vital for patients with anxiety or depression who are 
concerned about the side effects of medical procedures. 
Meanwhile, previous studies have shown that patients 
with anxiety or depression may exhibit deviations in 

certain CPET parameters, such as End-tidal carbon diox-
ide (ETCO2), VE/ VCO2, CPET duration, peak respira-
tory exchange ratio (RER) and so on [16, 17]. However, 
current research has yet to explore the potential of CPET 
in distinguishing between anxiety-depression related 
NCCP and ischemic angina.

The data collected during CPET, such as heart rate, 
blood pressure, oxygen consumption, and CO2 produc-
tion, are extensive, and the interaction between cardio-
pulmonary function and psychological states is complex. 
Machine learning (ML) excels in handling and analyzing 
big data. They can identify subtle differences between 
NCCP and ischemic angina through CPET data and are 
capable of recognizing interactions among variables, 
which is a challenging task for traditional statistical meth-
ods. By employing ML methods, the study intends to 
develop and validate an optimal diagnostic model using 
CPET parameters from patients who underwent CPET 
for chest pain. This model aims to ascertain the predic-
tive accuracy of CPET in distinguishing between anxi-
ety/depression-related NCCP and ischemic angina, thus 
addressing critical gaps in current diagnostic practices.

Methods
Patients and study design
The ethics committee of Guangdong Provin-
cial People’s Hospital approved this retrospective 
study(KY2023-053-02) and waived the informed consent 
from the patients due to the retrospective nature of the 
study. All procedures carried out during the study period 
were performed in keeping with the Declaration of Hel-
sinki of 1964. We conducted a comprehensive review of 
electronic medical records for 6,550 patients who com-
pleted CPET at Guangdong Provincial People’s Hospi-
tal between January 2012 and April 2022. Patient data 
were extracted from the electronic medical record sys-
tem, which included information on diagnoses, medical 
history, demographic data, and detailed reports such as 
results from CPET. Focusing on individuals who initially 
presented with complaints of chest pain, we identified 
1,874 cases diagnosed with either coronary artery dis-
ease or anxiety/depression. After excluding patients with 
missing age, gender, and other missing values exceed-
ing 30%, the analysis included a final analysis cohort of 
1,531 patients. The baseline characteristics of the patients 
who were excluded due to excessive missing data can be 
found in Supplementary Table S2. The comparison of 
these characteristics with those of the patients ultimately 
included in the study suggests a similar distribution of 
data between the two groups, indicating that the rea-
sons for data missing may be random. Then we applied 
a random split of 60% for the training dataset, which 
resulted in 918 individuals, and allocated the remaining 
40% to the testing dataset, comprising 613 individuals. 
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The randomization process was carried out using the 
sample function from R base for random sampling with-
out replacement (replace = FALSE, size = total sample 
size * 60%, with the random seed set to 42). The selected 
samples were used as the training set, and the remain-
ing samples formed the testing set. We also selected 
595 cases without missing data from the testing dataset 
to form a complete dataset. The case selection process 
is outlined in Fig.  1. It’s important to note that patients 
who had well-known contraindications for CPET (for 

example, severe aortic valve stenosis, severe pulmonary 
hypertension, etc.) were naturally not included in the 
study cohort. All participants provided written informed 
consent before undergoing CPET. This study is reported 
in accordance with TRIPOD.

Cardiopulmonary exercise testing (CPET)
CPET was performed on an electronically braked bicy-
cle ergometer (ERG 910 plus, SCHILLER, Switzerland) 
with breath-by-breath gas analysis using a calibrated 

Fig. 1  The study flow chart. (CPET, cardiopulmonary exercise testing; LR: Logistic Regression; XGBoost: Extreme Gradient Boosting; RF: Random Forest; 
Bagtree: Bagged Trees; SVM: Support Vector Machine; LDA: Linear Discriminant Analysis; AUC: area under the receiver operating characteristic curve; DCA: 
decision curve analysis)
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metabolic cart (CARDIOVIT CS-200 Office ErgoSpiro, 
SCHILLER, Switzerland). A 12-lead electrocardiogram 
and transcutaneous oxygen saturation was also continu-
ously monitored throughout the test and blood pressure 
was determined manually every 2 min. The incremental 
exercise test consisted of 3 min of unloaded pedaling, fol-
lowed by a gradual elevation in work rate of 10–25 watts 
per minute until symptom limitation; thereby determin-
ing the peak work rate. The incremental work rates was 
individually determined, adjusted based on participants’ 
age, gender, and physical activity level, with the aim of 
achieving a test duration of 8–12 min.

Termination criteria for the test include not only the 
presence of limiting symptoms (such as angina, severe 
fatigue, or dyspnea) but also the following conditions: 
(1) achieving the target heart rate (calculated as 85% of 
220 minus age); (2) achieving respiratory exchange ratio 
(RER) ≥ 1.10; (3) reaching or exceeding a Rating of Per-
ceived Exertion (RPE) of 17 on the Borg 6–20 scale; (4) 
heart rate or oxygen consumption fails to rise propor-
tionally with the increasing workload; (5) the occurrence 
of either a drop in blood pressure or clear electrocardio-
gram abnormalities as workload progressively increases; 
(6) the patient requests to stop the test.

The fundamental variables chosen for analyses were 
based on the routine cardiopulmonary test parameters 
obtained during exercise, such as exercise time, workload 
power, rating of perceived exertion (RPE), absolute VO2, 
absolute VCO2, ventilation (VE), heart rate (HR), blood 
pressure (BP), the relationships between them and ratio 
of the indicators to the predicted value.

Statistical analysis
All analyses were conducted using R 4.3.1. Continuous 
variables are represented as mean (SD), while categorical 
variables are presented as numbers and relative frequen-
cies. Between-group differences for continuous variables 
were assessed using the T-test, whereas categorical vari-
ables were compared using the χ² test. All patients were 
randomly divided into training set and testing set accord-
ing to the proportion of 6:4. Considering the potential 
complex interactions between CPET variables and the 
relatively low computational cost of random forest, we 
used it to impute missing data and applied multiple impu-
tation only on the final model for a sensitivity analysis. 
Analysis after multiple imputation preserves the integrity 
of statistical inference, making it suitable for scenarios 
that require further regression analysis [18]. Missing data 
were imputed with random forest by the missForest pack-
age separately in each of the two sets. During the imputa-
tion, we set the number of trees (ntree) to default, which 
is 500, to ensure the robustness. Additionally, the maxi-
mum number of iterations (maxiter) was set to 100 in our 
case. The training set was used for feature selection and 

model construction. The testing set was used to validate 
the models obtained from the training set.

Feature selection
Four methods, including Boruta, information gain, 
elastic net and genetic algorithm were used to obtain 
subsets of indicators for model development. We delib-
erately avoided using the eight machine learning meth-
ods selected in this study for feature selection, in order to 
prevent overfitting and data leakage, thereby minimizing 
bias in identifying the best-performing machine learn-
ing model. The four feature selection methods chosen 
were based on different principles to avoid bias from a 
single approach and to ensure robustness from multiple 
dimensions. Boruta is based on random forest algorithms 
that stands out for its ability to identify truly significant 
(genuinely relevant) features and effectively distinguish 
them from irrelevant ones [19, 20]. Selection based on 
information gain is a filter-based technique demonstrat-
ing strong performance in classification. It skillfully iden-
tifies features with decisive impact [21, 22]. Elastic net is 
a method that integrate the strength of Lasso and Ridge 
Regression. It overcomes the binary thinking of Lasso 
which selects only one of the correlated features, and 
the “all-in” approach of Ridge Regression which tends 
to remain all features [23]. Genetic algorithm is a wrap-
per-based method capable of finding the global optimal 
solution by avoiding local optima [24]. A total of 29 fea-
tures including sex, age, BMI and 26 cardiopulmonary 
test parameters were included as candidates (Table  1). 
The common features selected by all of the four methods 
were ultimately utilized to build the model. The Boruta, 
Fselector, glmnet and caret packages in R were used for 
feature selection.

Model development
Model development was done by tidymodels package. 
Eight ML algorithms are employed to build models in 
the training set, including: Logistic Regression (LR), 
Extreme Gradient Boosting (XGBoost), Random Forest 
(RF), Bagged Trees (Bagtree), Support Vector Machine 
(SVM), Linear Discriminant Analysis (LDA), Decision 
Tree and Naive Bayes. None of the methods underwent 
hyperparameter tuning, except for XGBoost and RF, for 
which trees = 1,000 was set to ensure convergence. Other 
parameters remained at their default settings because the 
default settings already yielded models with good perfor-
mance in AUC on the training dataset. Supplementary 
Table S1 lists the functions of eight types of machine 
learning algorithms.

These algorithms represent a wide range of ML algo-
rithm categories, including linear models, tree models, 
ensemble models, and so on. LR is suitable for binary 
classification like diagnostic models, and the results of 
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LR are easy to interpret. SVM performs well on small to 
medium-sized datasets, especially suitable for linearly 
separable data. LDA is suitable for dimensional reduc-
tion in classification by preserving key characteristics. 
Decision Tree is easy to interpret with a visualized tree 

model. Random Forest has good robustness and can 
effectively handle missing data. XGBoost has higher pre-
dictive power than Random Forest, with good process-
ing speed and accuracy for large-scale and medium-high 
dimensional data, and can prevent overfitting. Bagtree 

Table 1  Characteristics of study population
Characteristic Total

(N = 1,531)
Training dataset
(N = 918)

Testing dataset
(N = 613)

P-value

Age (years) 57.5 ± 12.5 57.3 ± 12.8 57.7 ± 12.0 0.543
Female Sex 440 (28.7%) 264 (28.8%) 176 (28.7%) 1
BMI 24.1 ± 3.26 24.2 ± 3.30 24.1 ± 3.20 0.804
Hypertension 621 (40.6%) 366 (39.9%) 255 (41.6%) 0.534
Diabetes 284 (18.6%) 181 (19.7%) 103 (16.8%) 0.171
Diagnosis 0.555
  CAD 1,206 (78.8%) 718 (78.2%) 488 (79.6%)
  Anxiety/Depression 325 (21.2%) 200 (21.8%) 125 (20.4%)
Exercise time (minute) 447 ± 118 445 ± 115 450 ± 122 0.417
Maximum load (W) 100 ± 39.0 100 ± 38.4 101 ± 40.0 0.811
RPE 16.1 ± 1.77 16.2 ± 1.77 16.0 ± 1.75 0.085
RER 1.22 ± 0.143 1.22 ± 0.145 1.22 ± 0.139 0.901
*Peak VO2 (mL/min) 1,290 ± 419 1,290 ± 407 1,300 ± 436 0.620
*PeakVO2/kg (mL/kg/min) 19.5 ± 5.53 19.5 ± 5.37 19.6 ± 5.75 0.588
PeakVO2%pred (%) 71.0 ± 18.8 70.8 ± 18.6 71.5 ± 19.3 0.460
HRrest (beat) 76.3 ± 14.0 76.4 ± 14.3 76.1 ± 13.5 0.652
HRpeak (beat) 134 ± 23.5 135 ± 23.7 134 ± 23.3 0.713
HR slope (beat/s) 0.133 ± 0.0465 0.133 ± 0.0432 0.134 ± 0.0512 0.724
Abnormal HRrest 727 (47.5%) 426 (46.4%) 301 (49.1%) 0.325
Abnormal HR reaction 1,409 (92.0%) 855 (93.1%) 554 (90.4%) 0.063
SBPrest (mmHg) 128 ± 19.9 128 ± 20.1 128 ± 19.7 0.934
DBPrest (mmHg) 77.4 ± 11.5 77.1 ± 11.2 77.8 ± 12.0 0.295
SBPpeak (mmHg) 177 ± 31.7 177 ± 31.4 177 ± 32.2 0.996
DBPpeak (mmHg) 87.3 ± 16.0 87.2 ± 15.6 87.6 ± 16.6 0.638
Abnormal DBP reaction 1,159 (75.7%) 703 (76.6%) 456 (74.4%) 0.385
Abnormal SBP reaction 957 (65.5%) 575 (62.6%) 382 (62.3%) 0.942
O2pulse (mL/beat) 10.2 ± 19.4 9.69 ± 2.81 11.0 ± 30.4 0.304
O2pulse%pred (%) 84.3 ± 21.8 84.1 ± 21.6 84.5 ± 22.0 0.691
ΔVO2/ΔWR 9.39 ± 2.26 9.46 ± 2.23 9.29 ± 2.29 0.148
AT VE/VCO2 30.5 ± 5.18 30.3 ± 4.99 30.8 ± 5.44 0.063
VE/VCO2 slope 29.2 ± 6.37 29.1 ± 6.19 29.4 ± 6.62 0.321
Abnormal HRR 305 (19.9%) 181 (19.7%) 124 (20.2%) 0.857
Decreased exercise tolerance 1,092 (71.3%) 667 (72.7%) 425 (69.3%) 0.176
Cardiac classification 0.973
  A 719 (47.0%) 432 (47.1%) 287 (46.8%)
  B 515 (33.6%) 311 (33.9%) 204 (33.3%)
  C 262 (17.1%) 155 (16.9%) 107 (17.5%)
  D 35 (2.3%) 20 (2.2%) 15 (2.4%)
Continuous variables are shown as mean ± standard deviation. Discrete variables are presented as n(%)

RPE: rating of perceived exertion; RER: respiratory exchange ratio, the value of VCO2/VO2 at peak exercise; Peak VO2%pred: percent predicted VO2, calculated as 
actual peak VO2/predicted VO2 estimated by sex, age, and weight; HRrest: resting heart rate; HRpeak: peak heart rate; HR slope: the ratio between change in HR from 
rest to peak exercise and exercise time; Abnormal HR reaction: HRpeak-HRrest<89; SBPrest, resting systolic blood pressure; DBPrest, resting diastolic blood pressure; 
DBPpeak, peak diastolic blood pressure; Abnormal DBP reaction: DBPpeak-DBPrest ≤ 0; Abnormal SBP reaction: the SBP elevation was less than 7 times the Mets; 
O2 pulse: peak VO2 (mL/min) divided by peak HR; O2pulse%pred: percent predicted O2 pulse; ΔVO2/ΔWR: the linear relationship of oxygen consumption and work 
rate; AT VE/VCO2: minute ventilation (VE)/carbon dioxide production (VCO2) in the anaerobic threshold (AT); VE/VCO2 slope: the linear relationship of VE and VCO2; 
Abnormal HRR: heart rate recovery in 1 min ≤ 12; Decreased exercise tolerance: peak VO2%pred<80; Cardiac classification: according to Weber KT criterion, A:Peak 
VO2/kg>20 or AT VO2>14, B:16 ≤ Peak VO2/kg ≤ 20 or 11 ≤ AT VO2 ≤ 14, C:10 ≤ Peak VO2/kg<16 or 8 ≤ AT VO2<11, D: Peak VO2/kg<10 or AT VO2<8;

*Peak VO2 was presented in both absolute (ml/min) and relative terms (mL/kg/min);
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can reduce model variance and mitigate the risk of over-
fitting. Naive Bayes is easy to implement, and performs 
well on high-dimensional data.

This study is a retrospective study, with relatively more 
missing data than prospective studies. The sample size 
included is moderate, and there is a considerable amount 
of potential intercorrelations between indicators. Given 
these, it is difficult to pre-determine which ML algorithm 
performs best. Therefore, we used all of them at first and 
then selected the most suitable one to construct the final 
model.

Model performance comparison
We generated Receiver Operating Characteristic (ROC)
curves and calculated area under the curve (AUC) to 
assess each model’s classification performance. Consider-
ing the possibility of overfitting, we apply the developed 
models to the testing set to identify the best-performing 
model according to AUC. We also employed other met-
rics to assess model performance, including sensitiv-
ity, specificity, accuracy, positive predictive value (PPV), 
negative predictive value (NPV), the F1 score, and the 
Brier score. Compared to the F1 score, AUC is insensi-
tive to the choice of classification threshold, thus pro-
viding a more stable assessment of model performance. 
Unlike the Brier score, AUC does not require calibration 
of model output probabilities, making it more flexible for 
comparing models. Additionally, AUC is a concise met-
ric for evaluating the classification ability of a model. The 
DeLong test is employed to compare differences in AUC 
between different models with the roc.test function in 
the pROC package.

Evaluation and interpretation of the final model
To visualize the final model, we employed the nomogram 
function from the rms package to construct a nomogram. 
The SHapley Additive exPlanations (SHAP) method was 
used to explain the final model and visualize the influ-
ence of each feature on model performance.

To exclude any bias introduced by imputation, we also 
calculated AUC values with the complete set, for sen-
sitivity analysis. Calibration curves were employed to 
evaluate the nomogram’s performance and the Hosmer-
Lemeshow tests were conducted to assess the signifi-
cance of its calibration. The calibration curve can assess 
the agreement between predicted probabilities and 
observed outcomes in a model. To interpret a calibra-
tion curve, one typically compares the curve against the 
45-degree diagonal line (perfect calibration line), where 
the predicted probabilities perfectly match the actual 
outcomes.

We use beta regression to plot the calibration curves. 
It is a calibration method developed for binary classifica-
tion models [25]. Calibration was performed using the 

cal_validate_beta function from the probably package 
with default parameters, and the calibration curves were 
plotted using the cal_plot_windowed function (window_
size = 0.1, step_size = 0.01). The hoslem.test function from 
the ResourceSelection package is employed to compute 
the Hosmer-Lemeshow Test, which uses the calibrated 
predicted probabilities and the actual classifications, with 
the remaining parameters set to their default values. By 
the way, the calibration curves for all eight ML models 
were also plotted and are presented in the supplementary 
materials. Then, the clinical benefit of the nomogram was 
evaluated by decision curve analysis (DCA).

Results
Patient characteristics
A comparison of the training and test dataset character-
istics post-imputation is presented in Table 1. The train-
ing dataset and testing dataset showed no statistically 
significant differences in population characteristics. In 
the total population included for final analysis, the mean 
age was 57.5 years; 440(28.7%) participants were women 
and the mean BMI was 24.1 kg/m2. Both datasets exhibit 
similar prevalence rates of hypertension (training set: 
39.9%, testing set: 41.6%, P = 0.534), diabetes (training set: 
19.7%, testing set: 16.8%, P = 0.171), and depression/anxi-
ety (training set: 21.8%, testing set: 20.4%, P = 0.555).

Table 2 shows the characteristics of patients with CAD 
and those with anxiety/depression in the general popu-
lation prior to multiple imputation. The proportion of 
CAD patients with concomitant hypertension is 44.1%, 
compared to 27.4% in patients with anxiety/depression, 
P < 0.001; whereas the co-occurrence of diabetes is 22.0% 
vs. 5.8%, P < 0.001. Hypertension and diabetes are con-
founding factors affecting cardiopulmonary function; 
however, given that the feature selection method did not 
identify them as indicators, it is inclined to believe that 
they will not cause significant changes to the outcome.

Nomogram construction and discrimination
The features identified by the 4 feature selection methods 
are listed in Supplementary Table S3. Upon completion 
of the feature selection (see Fig. 2), seven common vari-
ables were chosen to establish the diagnostic model. Sub-
sequently, binary classification models were constructed 
using eight ML methods, with the models developed 
on the training set and tested on the testing set. Model 
validation was carried out by assessing discrimination, 
primarily through the ROC curve and its corresponding 
AUC. The discrimination performance of eight models 
on the testing set is depicted in Fig. 3a. All the ML algo-
rithms have performed well in terms of AUC (all > 0.8 
on the training set), and among them, the models con-
structed using XGBoost, RF, and Bagtree have achieved 
an AUC of 1.
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The ROC curves and AUC values for the models in the 
testing dataset are shown in Fig. 3b.

The LR model is one of the models with an AUC per-
formance greater than or equal to 0.85, having an AUC 
of 0.850 (95% CI: 0.812–0.889), and another is the LDA 
model, with an AUC of 0.853 (95% CI: 0.814–0.891). 
It is worth mentioning that the performance metrics of 
the LR model and the LDA model are very similar, and 
in this study, the performance of the two models is com-
parable (see Supplementary Table S4). The AUCs of 
the other models were as follows. XGBoost: 0.799(95% 
CI:0.755–0.844), RF: 0.827(95% CI:0.785–0.87), Bagtree: 
0.793(95% CI:0.747–0.839), SVM: 0.802(95% CI:0.752–
0.852), Decision Tree: 0.821(95% CI:0.777–0.865), Naive 
Bayes: 0.802 (95% CI: 0.758–0.847). We chose LR to con-
struct the final model based on its superior interpret-
ability and high accuracy. Table 3 shows the results of the 
DeLong test for the AUCs of models constructed using 
LR and other algorithms in testing set. There is no sta-
tistically significant difference in the AUCs between LR 
and LDA, LR and RF, LR and Decision Tree. The DeLong 
test results for the AUCs of the 8 models in the training 
set can be found in Supplementary Table S5 and the com-
plete discrimination metrics are listed in Supplementary 
Table S4. The accuracy of the LR model is 0.803, with a 
NPV of 0.924, a PPV of 0.511, a specificity of 0.820, a sen-
sitivity of 0.736, and a Brier score of 0.665.

To reduce model complexity, a backward stepwise 
approach was applied for further feature selection in the 
final LR model. As shown in Fig. 4, age, female, BMI, peak 
VO2/kg, resting heart rate (HRrest), VE/VCO2 slope were 
significantly associated with the probability of anxiety or 
depression (p < 0.05) in the final LR model. The contribu-
tions of each feature to the LR model were evaluated by 
the average SHAP values and ranked in descending order 
(Fig. 5). It shows that female gender is the most impor-
tant predictor for distinguishing anxiety/depression from 
CAD, followed by age, peak VO2, HRrest, VE/VCO2 
slope, and BMI.

The diagnostic equation is as follows:  

logit
(
pdepressed_anxious

)
= 2.249-0.070*Age+2.398* 

Sex-0.086*BMI+0.070*Peak VO2/kg + 0.026*HRrest-
0.072*VE/VCO2 slope. Then, the nomogram (Fig.  6) to 
discriminate anxiety/depression from coronary artery 
disease was built based on these 6 indicators. The AUC 
of the model was 0.857 (95% CI: 0.826-0.888) in the 
training set (Fig.  7a) and 0.851 (95% CI: 0.812-0.889) in 
the testing set (Fig.  7b), indicating a good discrimina-
tion. In the sensitivity analysis, we selected cases without 
missing data from the testing dataset to form a com-
plete dataset(N=595) and also assessed discrimination 
performance (Supplementary Figure S9) within this set 

Table 2  Characteristics of CAD population and anxiety/
depression population
Characteristic CAD

(N = 1,464)
Anxiety/
Depression
(N = 613)

P-
value

Age (years) 59.8 ± 11.2 49.3 ± 13.4 < 0.001
Female Sex 288 (19.7%) 239 (60.5%) < 0.001
BMI 24.4 ± 3.2 23.3 ± 3.1 < 0.001
Hypertension 658 (44.9%) 109 (27.6%) < 0.001
Diabetes 323 (22.1%) 23 (5.8%) < 0.001
Exercise time (minute) 445 ± 120 463 ± 112 0.006
Maximum load (W) 98.6 ± 38.2 107 ± 41.3 < 0.001
RPE 16.0 ± 2.0 16.4 ± 2.0 < 0.001
RER 1.2 ± 0.1 1.3 ± 0.1 < 0.001
*Peak VO2 (mL/min) 1,280 ± 417 1,430 ± 1,760 0.083
*PeakVO2/kg (mL/kg/min) 19.1 ± 5.4 21.8 ± 6.0 < 0.001
PeakVO2%pred (%) 69.8 ± 18.8 77.0 ± 18.3 < 0.001
HRrest (beat) 74.7 ± 13.4 82.1 ± 14.2 < 0.001
HRpeak (beat) 130 ± 22.4 148 ± 22.6 < 0.001
HR slope (beat/s) 0.129 ± 0.04 0.147 ± 0.04 < 0.001
Abnormal HRrest 820 (56.0%) 135 (34.2%) < 0.001
Abnormal HR reaction 89 (6.1%) 42 (10.6%) 0.003
SBPrest (mmHg) 129 ± 20.4 125 ± 17.7 < 0.001
DBPrest (mmHg) 77.2 ± 11.6 77.9 ± 11.1 0.337
SBPpeak (mmHg) 179 ± 32.3 172 ± 29.4 < 0.001
DBPpeak (mmHg) 87.1 ± 16.3 88.1 ± 15.2 0.287
Abnormal DBP reaction 907 (62.0%) 250 (63.3%) 0.528
Abnormal SBP reaction 721 (49.2%) 228 (57.7%) 0.001
O2pulse (mL/beat) 9.87 ± 2.8 11.4 ± 41.9 0.51
O2pulse%pred (%) 83.6 ± 22.1 86.2 ± 20.9 0.051
ΔVO2/ΔWR 9.32 ± 2.4 9.74 ± 1.8 < 0.001
AT VE/VCO2 30.8 ± 5.4 28.3 ± 3.6 < 0.001
VE/VCO2 slope 29.5 ± 6.7 27.5 ± 4.5 < 0.001
Abnormal HRR 214 (14.6%) 84 (21.3%) < 0.001
Decreased exercise tolerance 861 (58.8%) 191 (48.4%) < 0.001
Cardiac classification < 0.001
  A 554 (37.8%) 191 (48.4%)
  B 413 (28.2%) 101 (25.6%)
  C 212 (14.5%) 35 (8.9%)
  D 26 (1.8%) 0 (0%)
Continuous variables are shown as mean ± standard deviation. Discrete 
variables are presented as n(%)

CAD: coronary artery disease; RPE: rating of perceived exertion; RER: respiratory 
exchange ratio, the value of VCO2/VO2 at peak exercise; Peak VO2%pred: percent 
predicted VO2, calculated as actual peak VO2/predicted VO2 estimated by sex, 
age, and weight; HRrest: resting heart rate; HRpeak: peak heart rate; HR slope: 
the ratio between change in HR from rest to peak exercise and exercise time; 
Abnormal HR reaction: HRpeak-HRrest<89; SBPrest, resting systolic blood 
pressure; DBPrest, resting diastolic blood pressure; DBPpeak, peak diastolic 
blood pressure; Abnormal DBP reaction: DBPpeak-DBPrest ≤ 0; Abnormal SBP 
reaction: the SBP elevation was less than 7 times the Mets; O2 pulse: peak VO2 
(mL/min) divided by peak HR; O2pulse%pred: percent predicted O2 pulse; ΔVO2/
ΔWR: the linear relationship of oxygen consumption and work rate; AT VE/VCO2: 
minute ventilation (VE)/carbon dioxide production (VCO2) in the anaerobic 
threshold (AT); VE/VCO2 slope: the linear relationship of VE and VCO2; Abnormal 
HRR: heart rate recovery in 1  min ≤ 12; Decreased exercise tolerance: peak 
VO2%pred<80; Cardiac classification: according to Weber KT criterion, A:Peak 
VO2/kg>20 or AT VO2>14, B:16 ≤ Peak VO2/kg ≤ 20 or 11 ≤ AT VO2 ≤ 14, C:10 ≤ Peak 
VO2/kg<16 or 8 ≤ AT VO2<11, D: Peak VO2/kg<10 or AT VO2<8;

*Peak VO2 was presented in both absolute (ml/min) and relative terms (mL/kg/
min);
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(AUC=0.848, 95%CI:0.809-0.887). In the sensitivity anal-
ysis of imputing missing data using multiple imputation, 
the parameters and model performance of the LR model 
were similar to the original ones (see Supplementary 
Tables S6 and S7).

Calibration and clinical practicality
The overall calibration capability is good (Fig.  8) and 
Hosmer-Lemeshow tests showed that the P values in the 
testing set were 0.163. The DCA was applied to evaluate 
the clinical practicality of the nomogram. As shown in 
Fig. 9, this nomogram yields net benefit to a wide range 
of threshold probabilities from 10 to 100% in the testing 

Fig. 3  The receiver operating characteristics (ROC) curves of the eight machine learning models on (a) training dataset and testing dataset (b). (LR: Logis-
tic Regression; XGBoost: Extreme Gradient Boosting; RF: Random Forest; Bagtree: Bagged Trees; SVM: Support Vector Machine; LDA: Linear Discriminant 
Analysis)

 

Fig. 2  Venn plot of feature selection
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set, indicating that within this range, the model is clini-
cally practical. The nomogram works by summing the 
scores corresponding to all variables to obtain a total 
score, which is then mapped to the total score scale on 
the nomogram and subsequently to the probability of the 
expected outcome. Consider a 35-year-old woman with a 
BMI of 24 who presented to the clinic for chest pain. Her 
CPET shows a peak VO2 of 30 mL/kg/min, a HRrest of 
100 beats per minute, and a VE/VCO2 slope of 25, result-
ing in a total score of 205. This indicates a 50% chance 
that her chest pain results from anxiety or depression, 
not CAD. However, if a 25-year-old with identical clini-
cal measurements experiences chest pain, the likelihood 
of anxiety or depression as the cause rises to about 60%.

Discussion
To our knowledge, this study is the first to utilize a large 
CPET dataset to establish and validate a clinical predic-
tion model that effectively differentiates between chest 
pain caused by anxiety/depression and CAD. Our study 

population consists of a large sample of patients present-
ing with chest pain. The significance of our study lies in 
its potential to help patients with non-cardiac chest pain 
avoid invasive procedures by utilizing objective, non-
invasive tests for differentiation. The model consists of 
six variables including female gender, age, peak VO2, 
HRrest, VE/VCO2 slope, and BMI, and we have visual-
ized the model as a nomogram. The final model selected 
was constructed using LR, which demonstrated relatively 
high accuracy. This can likely be attributed to the mod-
el’s high NPV, which also explains why specificity out-
performs sensitivity. While the PPV was slightly lower, a 
higher NPV is acceptable in this study, as the goal is to 
identify patients with anxiety/depression from a popula-
tion of CAD patients. A higher negative predictive value 
ensures that CAD patients are not deprived of appropri-
ate treatment. The nomogram includes three cardiopul-
monary indicators: lower peak VO2/kg, higher HRrest, 
and lower VE/VCO2 slope, all of which associated with 
a higher likelihood of being diagnosed with anxiety or 

Table 3  The AUC comparison between LR and other models in 
testing dataset
Models ΔAUC 95%CI Z statistic P value
LR ∼ XGBoost 0.051 0.019,0.083 3.152 0.002
LR ∼ RF 0.023 -0.001,0.047 1.914 0.056
LR ∼ Bagtree 0.058 0.026,0.089 3.581 < 0.001
LR ∼ SVM 0.048 0.012,0.085 2.595 0.009
LR ∼ LDA -0.002 -0.008,0.003 -0.843 0.399
LR ∼ Decision Tree 0.030 -0.005,0.064 1.703 0.089
LR ∼ Naive Bayes 0.048 0.023,0.073 3.748 < 0.001
LR: Logistic Regression; XGBoost: Extreme Gradient Boosting; RF: Random 
Forest; Bagtree: Bagged Trees; SVM: Support Vector Machine; LDA: Linear 
Discriminant Analysis; AUC: area under the receiver operating characteristic 
curve; ΔAUC: the difference of AUC between two models

Fig. 5  Feature importance of final model by SHAP values

 

Fig. 4  The forest plot of logistic regression analysis including the selected variables
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depression. The validation of the nomogram indicates 
that it possesses good discrimination and calibration 
capabilities.

Previous research has established that the incidence 
of CAD is higher in men than in women [26], while 
symptoms related to mental factors like chest pain are 
more likely to be reported in women [27]. Therefore, 
given these two diseases with distinctly different gen-
der prevalence, sex has become the most important fac-
tor in distinguishing between them. As age increases, 

so do age-related oxidative stress, inflammation, and 
overall deterioration of blood vessels and myocardium. 
Additionally, the risk of other diseases, including diabe-
tes, obesity, and frailty, becomes higher [28, 29]. Conse-
quently, older patients have a significantly increased risk 
of developing CAD. In contrast, young patients are less 
likely to experience chest pain from CAD [30] and more 
likely to have non-cardiac chest pain [31], making age an 
important factor in differentiating between non-cardiac 
chest pain and CAD. Patients with CAD are more likely 

Fig. 7  ROC curve of the predictive model constructed by LR for (a) the training dataset and (b) the testing dataset. (LR, logistic regression; AUC, area 
under the ROC curve)

 

Fig. 6  Nomogram for predict the probability of depression or anxiety
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to have cardiovascular risk factors and a higher BMI [32]. 
Therefore, BMI can also serve as an indicator to distin-
guish between anxiety/depression and CAD.

Lower peak VO2 and a higher VE/VCO2 slope have 
been proven to be predictors of poor cardiovascular out-
comes [33, 34]. Our study findings suggest that patients 
with CAD, who have a worse prognosis compared to 
those with anxiety/depression (who do not have CAD), 

are more likely to exhibit a lower peak VO2 [35, 36] and 
a higher VE/VCO2 slope [37, 38]. In patients with CAD, 
the occurrence of coronary artery stenosis can lead to 
reduced local myocardial perfusion and an imbalance 
between local oxygen demand and supply, resulting in 
myocardial ischemia. As a result, during CPET, patients 
with CAD may experience an imbalance between myo-
cardial oxygen supply and demand, as well as hemo-
dynamic abnormalities [39]. This can manifest as an 
inability for VO2 to increase proportionally with exercise 
power once it exceeds the myocardial ischemia thresh-
old, resulting in a significant reduction in peak VO2 [15]. 
Studies have shown that patients with anxiety or depres-
sion alone exhibit higher peak VO2 levels compared to 
those with obstructive CAD [40]. Patients with symp-
toms but without obstructive CAD have peak VO2 lev-
els that are higher than those with the disease, yet lower 
than those of completely healthy controls [41].

An elevated VE/VCO2 slope is often due to reduced 
ventilatory efficiency and is commonly seen in cardio-
vascular diseases. A higher VE/VCO2 slope value is 
typically associated with worsening pulmonary hemo-
dynamics, increased activation of chemoreceptors and 

Fig. 8  The calibration curves for the nomogram

 

Fig. 9  Decision curves of the nomogram
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mechanoreceptors, as well as a decline in autonomic 
regulation and cardiovascular function. Previous stud-
ies have confirmed that patients with coronary artery 
disease (CAD) have higher VE/VCO2 slopes compared 
to healthy individuals [42]. Our study also suggests that 
patients with anxiety/depression tend to have a higher 
HRrest. This observation is consistent with a study [43] 
comparing CPET results of 58 individuals with depres-
sion to 202 non-depressed individuals. The elevated 
HRrest may be associated with autonomic nervous sys-
tem dysfunction [44–46].

Most research on CPET performance in anxiety/
depression involves patients with cardiovascular disease 
who also have anxiety/depression, with control groups 
consisting of patients without such comorbidities [40, 
47]. Consequently, these studies often conclude that the 
coexistence of anxiety/depression is associated with indi-
cators of a poorer prognosis. However, our study, which 
compares patients with CAD alone to those with anxiety/
depression, has found that anxiety and depression, when 
not combined with CAD, show higher peak VO2 and 
lower VE/VCO2 slope.

Previous attempts to construct diagnostic predic-
tion models for assisting in the identification of anxiety/
depression have primarily been conducted in the field 
of psychiatry [48], such as in conditions like schizo-
phrenia and Alzheimer’s disease. These studies have 
predominantly utilized neuroimaging data from brain 
examinations, including head MRI and Electroencepha-
logram. However, patients with chest pain repeatedly 
visit the cardiology department, lacking a neuroimaging 
assessment. Therefore, finding a convenient assessment 
method suitable for cardiology has certain clinical value 
for predicting anxiety/depression or CAD. While routine 
psychiatric assessments are complex, and the gold stan-
dard for diagnosing CAD typically necessitates invasive 
procedures such as coronary angiography, our model 
offers an alternative. By utilizing variables from CPET, 
a more common cardiological examination, it provides 
clinicians with a more convenient, non-invasive, and reli-
able diagnostic tool.

Our research findings indicate that patients suffer-
ing from anxiety/depression can be identified with the 
help of their CPET results, in conjunction with nomo-
gram developed in this study, as revealed in the preced-
ing sentence. The characteristics of the nomogram, such 
as being intuitive, individualized, easy to use, and highly 
accurate, can help clinicians quickly identify patients who 
need to receive anxiety and depression-related treatment 
as soon as possible, while avoiding excessive examination 
burden or wasting medical resources on them. Addition-
ally, the nomogram developed based on CPET is more 
objective compared to existing diagnostic assessments 
like the HEART score, and it significantly reduces the 

potential for inconsistent results due to variations in cli-
nician experience. Regarding the use of the nomogram 
from this study, the threshold probability at which it is 
determined that imaging is not necessary can be decided 
by doctors based on their individual practice preferences. 
The decision curve indicates that if the threshold prob-
ability for the patient or doctor is greater than 10%, using 
the nomogram from the current study to predict anxiety/
depression provides more benefits than either imaging all 
patients or not imaging any patients.

An additional advantage of our study is the compari-
son of 8 different ML algorithms to construct models. 
By selecting the best-performing model, we optimized 
the diagnostic capability of the ML model and avoided 
overfitting. In the training set, XGBoost, RF, and Bagtree 
exhibited overfitting. XGBoost is better suited for han-
dling nonlinear relationship, while LR and LDA are bet-
ter at linear data. Better performance of LR and LDA in 
this study suggesting that correlation between indicators 
in our study is mostly linear. XGBoost is a powerful tool, 
but it is not as well-suited for probability calibration as 
linear models such as LR and LDA, which are inherently 
better at generating well-calibrated probability outputs. 
As a result, the Brier score of the XGBoost model is com-
paratively poorer (although all models in this study have 
relatively high Brier scores due to the larger proportion 
of negative samples). Generally speaking, Bagtree is less 
likely to overfitting compared to Decision Tree. How-
ever, in our study, with a moderate amount of numerical 
variables, the likelihood of overfitting with Decision Tree 
decreases. Meanwhile, Bagging is more adept at reducing 
the risk of overfitting in larger datasets. It is worth not-
ing that in this study, the model with the best overall per-
formance was the model constructed by LDA (although 
its Delong test with LR did not show a statistically sig-
nificant difference). The good performance of LDA in this 
dataset may indicate that the sample size of this study is 
moderate and the data are mostly normally distributed. 
LDA can find a linear combination of features that maxi-
mizes the separation between different classes. Its objec-
tive is to maximize the between-class variance while 
minimizing the within-class variance. LDA assumes that 
the data from each class follow a Gaussian distribution 
with the same covariance matrix and uses Fisher’s lin-
ear discriminant method to distinguish between classes. 
However, considering that LR does not require the nor-
mality assumption, is more widely used in binary classi-
fication and can provide an interpretable estimate of the 
probability of event occurrence, we choose the LR algo-
rithm to build the final model.

In this study, logistic regression outperformed 
advanced models such as random forest, bagged trees, 
XGBoost, and decision tree, which was unexpected. 
Zahra Rahmatinejad [49] and colleagues also found 



Page 13 of 15Xu et al. BMC Medical Informatics and Decision Making          (2024) 24:405 

similar results in a study of 2025 patients, where they 
discovered that advanced models such as Bagging and 
XGBoost did not outperform logistic regression in pre-
dicting in-hospital mortality rates in the emergency 
department. Our research, along with theirs, indicates 
that in practical applications, logistic regression still 
remains strongly competitive, especially in cases where 
the data volume is small, feature dimensions are low, 
or the relationships between variables are more linear. 
Although advanced modern models have significant 
advantages in dealing with complex and high-dimen-
sional data, they may also lead to overfitting or be overly 
sensitive to data features due to their high complexity.

This study has several limitations. First, we did not 
include the two indicators of O2 pulse trajectory and 
ΔVO2/ΔWR trajectory in the analysis, because they had 
more than 30% missing values. They are two of the three 
most important indicators for helping diagnosing coro-
nary heart disease with CPET (the other one is per cent-
predicted peak VO2, which has already been included in 
the analysis). This may result in the possibility that this 
nomogram is not the best one for distinguishing anxi-
ety/depression from CPET nomograms. But the current 
model has shown good discrimination and calibration 
capabilities, and it should be quite practical in clinical 
settings. Second, in our sample, CAD patients were more 
likely to be on beta-blockers (42.4% vs. 11.9%), resulting 
in artificially lower HRrest. Consequently, this introduces 
a confounding variable that may affect the accuracy of 
our findings regarding the association between HRrest 
and anxiety/depression. Furthermore, this dataset did 
not collect data on the patients’ lifestyle habits (such as 
exercise habits), therefore, the impact of this factor on 
the study results could not be analyzed. Third, the study 
used data from single center, which may not reflect the 
real-world variability and heterogeneity of the target 
population. Fourth, the study is a retrospective study, so 
there may be confounding factors and biases. Addition-
ally, this study did not conduct external validation nor 
did it compare with existing diagnostic methods. Despite 
this limitation, our model shows promising performance 
on internal validation, suggesting its potential utility. Fur-
thermore, we believe that our study still provides valu-
able insights into the predictive factors distinguishing 
the two groups. Future research will consider conducting 
prospective multicenter external validation and compar-
ing it with existing diagnostic methods.

In practical applications, the use of the nomogram 
developed in this study may be limited when patients are 
unable to adequately cooperate during the CPET. Anxi-
ety and depression patients may be hindered by psycho-
logical factors, resulting in peak VO2 that are lower than 
the actual values. This can be assessed using the (RER) 
to determine whether the patient has made a sufficient 

effort during the test. Additionally, commonly used med-
ications in cardiology, such as beta-blockers, can signifi-
cantly affect heart rate and potentially lead to inaccurate 
test results. However, in clinical practice, the standard 
CPET procedure typically recommends waiting 24  h 
after taking beta-blockers before conducting the test, 
thus reducing the likelihood of interference from these 
medications.

Conclusions
In conclusion, we have established and verified a nomo-
gram based on clinical and CPET features to distinguish 
anxiety/depression from CAD. The nomogram may help 
these patients receive targeted treatment early and avoid 
unnecessary coronary angiography.
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