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Abstract
Background Gestational Diabetes Mellitus (GDM) is a common complication during pregnancy. Late diagnosis can 
have significant implications for both the mother and the fetus. This research aims to create an early prediction model 
for GDM in the first trimester of pregnancy. This model will help obstetricians and gynecologists make appropriate 
decisions for treating and preventing GDM complications.

Methods This applied descriptive study was conducted at the fertility health center of Vali-e-Asr Hospital in Tehran, 
Iran. The dataset was collected from the records of pregnant women registered in the hospital’s system from 2020 
to 2022. Risk factors for designing predictive models were identified through literature review, expert opinions, and 
clinical specialists’ input. The extracted information underwent preprocessing, and six machine learning (ML) methods 
were developed and evaluated for GDM prediction in the first trimester of pregnancy: decision tree (DT), multilayer 
perceptron (MLP), k-nearest neighbors (KNN), Naïve Bayes (NB), random forest (RF), and extreme gradient boosting 
(XGBoost).

Results Models were evaluated using accuracy, precision, sensitivity, and the area under the receiver operating 
characteristic curve (AUC). Based on the glucose tolerance test (GTT) results, the RF model achieved the best 
performance in GDM prediction, with 89% accuracy, 86% precision, 92% recall, and 94% AUC, using demographic 
variables, medical history, and clinical findings. In modeling based on insulin consumption, the RF model achieved 
the best results with 62% accuracy, 60% precision, 63% recall, and 63% AUC in predicting GDM using demographic 
variables and medical history.

Conclusion The results of this study demonstrate that ML algorithms, especially RF, have acceptable accuracy in the 
early prediction of GDM during the first trimester of pregnancy.
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Introduction
Worldwide, approximately 422  million individuals have 
diabetes, with the majority residing in low- and middle-
income countries [1–3]. Furthermore, 1.5 million deaths 
are directly linked to diabetes each year [4]. Gestational 
Diabetes Mellitus (GDM) is defined as glucose intoler-
ance of any severity first detected during pregnancy, 
typically between 24 and 28 weeks gestation [5–7]. Up 
to 15% of expectant mothers globally experience GDM, 
making it a prevalent pregnancy complication [8]. It 
results in adverse pregnancy outcomes such as post-
partum hemorrhage, infections, premature birth, large 
birth weight babies, and respiratory issues in newborns 
[9–11]. Moreover, GDM can lead to long-lasting health 
effects, including a higher likelihood of developing type 
2 diabetes (T2DM) and cardiovascular disease (CVD) in 
the mother, as well as an increased risk of obesity, CVD, 
T2DM, and GDM in the offspring [12, 13].

The American Diabetes Association (ADA) and the 
International Association of Diabetes and Pregnancy 
Study Groups (IADPSG) recommend using a 2-hour 
fasting 75  g oral glucose tolerance test between 24 and 
28 weeks of gestation [7, 14]. While the single-stage 
IADPSG approach has the benefit of requiring only one 
test and measuring elevated glucose levels, concerns have 
been raised about the overdiagnosis of GDM [6]. Ear-
lier research has shown that diagnosing GDM at 24–28 
weeks’ gestation may be too late for intervention, as 
abnormal fetal growth can occur before the diagnosis of 
GDM. Thus, early screening and diagnosis of GDM in 
pregnancy, along with implementing suitable manage-
ment, may be essential, particularly for older and obese 
mothers at high risk of GDM, to prevent fetal abdomi-
nal obesity [15]. Examples of abnormal growth include 
smaller fetuses at 24 weeks of gestation and higher 
growth rates in abdominal circumference compared to 
the non-GDM group [16].

Current clinical practices typically diagnose GDM in 
the second trimester, between 24 and 28 weeks of gesta-
tion. However, this timing may be too late for effective 
intervention, as fetal growth abnormalities can occur 
before diagnosis. Our study aims to address this gap by 
developing a model for earlier prediction of GDM in the 
first trimester.

In today’s world, the increasing amount of information 
and the intricacy of decision-making have made it more 
crucial to utilize artificial intelligence (AI) systems to 
assist in medical decision-making [17]. There are roughly 
two categories of AI techniques: symbolic AI and com-
putational intelligence. Symbolic AI focuses on creating 

knowledge-based systems, whereas computational intel-
ligence concentrates on developing computational meth-
ods inspired by nature [18]. Data Mining (DM) and 
Machine Learning (ML) platforms belong to the field of 
AI and utilize methods and approaches for extracting 
information and insights from extensive datasets. They 
use algorithms to create and extract new knowledge 
through association, classification, prediction, and clus-
tering [19].

While our study uses established data mining tech-
niques, it contributes to the field in several ways. First, 
we focus on first-trimester prediction of GDM, which is 
relatively new and clinically relevant. Second, this is one 
of the first studies to apply machine learning techniques 
for GDM prediction in an Iranian population. Finally, our 
comprehensive comparison of various machine learning 
algorithms provides insight into their relative perfor-
mances for this specific prediction task.

Various studies have explored using DM and ML in 
managing and analyzing patient records and disease 
biomarkers. Data mining classifiers [20] are commonly 
utilized to predict GDM, and various ML algorithms 
have been employed for this purpose [16, 21–25]. This 
research was conducted to meet the clinical require-
ments of the fertility health center at Vali-e-Asr Hospital 
in Iran. The objective was to create an ML model for early 
prediction of GDM in the first trimester of pregnancy.

Materials and methods
This research employs a practical, descriptive-devel-
opmental approach and was conducted in four primary 
phases. Figure  1 illustrates the general process of this 
study. We utilized the Python programming language 
to develop machine learning models, NumPy for data 
preprocessing, and the Scikit-learn library to create the 
models.

Dataset description and participants
The dataset for this study was derived from the Repro-
ductive Health Center of Vali-e-Asr Hospital. The study 
data were obtained from the records of pregnant women 
registered in the hospital’s system between 2020 and 
2022. A total of 16,730 records were extracted from the 
system and subsequently entered into a CSV file. The 
Medical Ethics Committee of the first author’s university 
approved the study (Ethical approval number: IR.TUMS.
SPH.REC.1402.039).

Keywords Artificial intelligence, Gestational diabetes mellitus, Machine learning, Random forest, First trimester of 
pregnancy, Prediction
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Entry and exit criteria for patients
Inclusion criteria

1. First trimester of pregnancy
2. Complete baseline data

Exclusion criteria

3. Pre-existing diabetes
4. History of GDM
5. Incomplete follow-up data

Our initial dataset consisted of 16,730 records. How-
ever, after applying our inclusion criteria and remov-
ing records with missing data, our final sample size was 
reduced to 743 records for insulin consumption model-
ing and 106 records for GTT modeling. This significant 
reduction was primarily due to the strict requirement of 
having complete data for all relevant variables in the first 
trimester. While this reduction limits the generalizability 
of our findings, we believe the resulting dataset still pro-
vides valuable insights into early GDM prediction.

Identifying predictive variable related to GDM and patient 
selection
The research began with a comprehensive literature 
review of early GDM prediction articles from scientific 
databases including PubMed, Scopus, Web of Science, 
and Embase to identify relevant risk factors. These risk 
factors were then validated by a clinical expert.

A checklist was developed, comprising questions about 
the participating experts, 39 identified risk factors, and 
suggested review items. This checklist used a 5-point 
Likert scale and was shared electronically with experts 
at the Vali-e-Asr Reproductive Health Clinical Research 
Center. Eighteen experts participated in completing this 
checklist.

After compilation, the findings were analyzed using 
Excel. Based on clinical expert opinion, a maximum 
acceptable threshold of 3 was established, with risk fac-
tors scoring 3 or higher identified as significant indica-
tors. The experts also recommended additional items for 
consideration, such as complete history records, first-
trimester vitamin D3 levels, and current obstetric status, 
which were subsequently reviewed and approved in a 
specialized meeting.

Furthermore, the ‘Result of NT sonographic’ was 
examined by clinical experts to determine its impact on 

the outcome. Based on its assessed effect, this factor was 
incorporated into the modeling process.

We included ‘NT sonographic’ results in our model 
based on expert evaluation of its potential impact on 
GDM prediction. While not traditionally associated with 
GDM, recent research suggests that first-trimester ultra-
sound markers may have predictive value for various 
pregnancy complications, including GDM.

Preprocessing
The research center’s database provided the necessary 
information based on approved risk factors. This data 
was subsequently processed through data mining, with 
careful consideration given to the handling of missing 
data. Specifically:

6. For risk factors with less than 30% missing numeric 
values, adjustments were made using multiple 
imputation [26].

7. Non-numeric values with missing data were 
categorized based on their frequency.

Outlier data was identified using the first to third quar-
tile interval and then adjusted to align with the median’s 
lower and upper limits [27]. In the final stage, numerical 
risk factors were normalized using the Min-Max Scaler 
method [10] to ensure accurate comparison based on 
their existence and categories, and placed within the 0 to 
1 range.

Following this, the datasets were balanced using the 
Synthetic Minority Over-sampling Technique (SMOTE) 
method [12] due to the imbalance in the number of sam-
ples for each class (positive GDM diagnosis and negative 
diagnosis of GDM).

Based on the clinical consultant’s recommendation, 
all risk factors were included in the modeling process to 
identify the effective ones.

Feature selection
In data mining operations, a key challenge is identify-
ing the connections between features within a dataset 
and the outcomes. Selecting the right features is cru-
cial for successful data mining, particularly in scenarios 
involving numerous features and dataset variations. Fea-
ture selection involves identifying important variables 
and excluding those that are irrelevant or redundant, as 
defined by [28] Various fields employ feature selection to 

Fig. 1 General stages of the current research
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remove irrelevant or duplicate features from their appli-
cations [29].

In this research, the initial step involved reviewing and 
validating the set of identified risk factors, first by a clini-
cal specialist. Following the review of the files, the con-
tents were compared with the confirmed risk factors. 
Subsequently, a questionnaire was compiled, comprising:

1. Inquiries about the general details of the 
participating experts

2. 39 recognized risk factors
3. Suggested review items

Creating prediction models
At this stage, to predict GDM early, two modeling experi-
ments were considered based on clinical expert opinion:

1. Modeling according to the diagnosis of GDM based 
on insulin consumption

2. Modeling according to the diagnosis of GDM based 
on the result of the GTT test

Six machine learning models were designed and cre-
ated using the processed data after adjusting the 
hyperparameters:

1. Decision Tree (DT)
2. Multilayer Perceptron (MLP)
3. K-Nearest Neighbors (KNN)
4. Naïve Bayes (NB)
5. Random Forest (RF)
6. Extreme Gradient Boosting (XGBoost)

We applied the grid search method for hyperparameter 
tuning [30]. Scikit-Learn’s GridSearchCV class is used 
for this purpose. It assesses every possible combina-
tion of parameter values and selects the optimal set of 
parameters.

Model evaluation
During this stage, the constructed models underwent 
evaluation based on multiple criteria:

1. Accuracy
2. Other predictive algorithm evaluation metrics [31]

To conduct a more comprehensive comparison of algo-
rithm performances, we plotted the Area Under the 
Receiver Operating Characteristic curve (AUC) for each 
model in a standardized format. This approach facilitated 
the identification of the best prediction model [32].

To ensure model robustness, we implemented 5-fold 
cross-validation for all models. This approach helps ver-
ify the models’ performance across different subsets of 

our data, providing a more reliable estimate of their gen-
eralizability [33].

Results
Characteristics of patients in GDM prediction based on 
insulin consumption
For the initial modeling experiment, we defined our tar-
get variables for prediction as follows:

  • Positive class: Insulin use (n = 335)
  • Negative class: Non-insulin use with a confirmed 

negative diabetes outcome in the second trimester 
(n = 408)

After preprocessing the data to address missing and out-
lier values, we loaded 743 records into the Jupyter Note-
book environment. This dataset comprised:

  • 335 records with GDM
  • 408 records without GDM
  • 11 variables for preprocessing

We utilized the Wrapper Forward feature selection tech-
nique to identify key variables. This approach highlighted 
three important variables:

1. Age
2. BMI (Body Mass Index)
3. History of Abortion in Previous Obstetrics (number 

of abortions in previous pregnancies)

After evaluating the significant variables in the modeling 
results and consulting with a clinical expert, we decided 
to include all variables as input for the model (Table 1).

Characteristics of patients in GDM prediction using the 
GTT diagnostic test
In the second experiment, our goal was to model and pre-
dict GDM based on the results of the GTT (Glucose Tol-
erance Test) diagnostic test in the second trimester. The 
target variables for prediction were defined as follows:

  • Positive class: Positive GTT test results (n = 149)
  • Negative class: Negative GTT test results (n = 537)

It’s worth noting that 16,043 records were excluded from 
the analysis.

Based on the clinical expert’s evaluation, the data-
set was refined to incorporate only pertinent variables, 
resulting in 67 records:

  • 14 records associated with positive GDM (class 1)
  • 53 records linked to negative GDM (class 0)
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All preprocessing steps for this dataset were completed.
In this modeling approach, the key variables identified 

include:

1. Age
2. BMI
3. History of Abortion in Previous Obstetrics
4. Fasting Blood Sugar (FBS) in the first trimester

After evaluating the results of including these variables 
in the modeling and consulting with the clinical expert, 
we decided to include all variables as input for the model 
(Table 2).

Modeling according to the diagnosis of GDM based on 
insulin consumption
The evaluation results for the forecasting models are 
illustrated in Fig. 2. According to this graph, the RF model 
outperformed other models across various metrics:

  • Mean Accuracy: 62%
  • Mean Precision: 60%
  • Mean Recall: 63%
  • Mean F1-score: 63%

Furthermore, as shown in Fig.  3, the RF model demon-
strates a higher AUC compared to other models.

The confusion matrix results for the RF model are pre-
sented in Fig. 4. The values for each category in the con-
fusion matrix are as follows:

  • True Positives (TP): 255
  • True Negatives (TN): 237
  • False Negatives (FN): 153
  • False Positives (FP): 171

Modeling considering the diagnosis of GDM using the GTT 
diagnostic test
The evaluation results for the forecasting models are 
illustrated in Fig. 5. According to this graph, the RF model 
outperformed other models across various metrics:

  • Mean Accuracy: 89%
  • Mean Precision: 86%
  • Mean Recall: 92%
  • Mean F1-score: 89%

Furthermore, as shown in Fig.  6, the RF model demon-
strates a higher AUC compared to other models.

The results related to the confusion matrix of the RF 
model are shown in Fig. 7. The value of TP for this model 
was 49, TN equal to 43, FN equal to 4 and FP equal to 10.

Comparison of insulin consumption and GTT models
While both the insulin consumption and GTT models 
demonstrated good predictive performance, there were 
notable differences. The GTT-based model achieved 
higher accuracy (89% vs. 62%) and AUC (94% vs. 64%) 
compared to the insulin consumption model. This dis-
crepancy may be due to the GTT being a more direct 
measure of glucose intolerance. However, the insu-
lin consumption model has the advantage of being 

Table 1 Variables included in modeling based on insulin 
consumption
Variables included in 
modeling
Variable name Type Values
Age Quantitative 19–48 (year)
BMI Quantitative 16–169 (kg/

m2)
History of hypertension Categorical Yes

No
Family history of diabetes 
mellitus

Categorical Yes
No

Family history of hypertension Categorical Yes
No

History of abortion in previous 
pregnancies

Quantitative 0–6

History of cardiovascular 
diseases

Categorical Yes
No

History of endocrine metabolic 
disease

Categorical Yes
No

History of digestive disease Categorical Yes
No

Current obstetric normal Categorical Yes
No

History of infertility Categorical Yes
No

Table 2 Variables included in modeling based on GTT test
Variables included in modeling
Variable Type Values
Age Quantitative 20–48 (year)
BMI Quantitative 17–51 (kg/m2)
History of hypertension Categorical Yes

No
History of cardiovascular diseases Categorical Yes

No
History of abortion in previous 
pregnancies

Quantitative 0–4

First trimester FBS Quantitative 62–110
First trimester HB Quantitative 10.1–15.7
First trimester Hct Quantitative 2-45.4
First trimester Cr Quantitative 0-1.8
First trimester PLT Quantitative 150-336000
First trimester vit D3 Quantitative 6–60
First trimester NT Sonographic (nt) Quantitative 1-3.2
First trimester NT Sonographic (crl) Quantitative 45.2–78
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applicable to a larger population, as it doesn’t require the 
GTT test results.

Discussion
The present study focused on developing an early predic-
tion model for GDM during the first trimester of preg-
nancy using machine learning algorithms. To achieve 
this, we developed DT, RF, k-NN, MLP, XGBoost, and 
NB models using a dataset comprising demographic 

variables, medical history, and clinical findings from 
pregnant women.

Our experimental results showed that in modeling 
based on the GTT, RF had the best performance among 
the other ML techniques, with 89% accuracy, 86% pre-
cision, 92% recall, and 94% AUC. In modeling based on 
insulin consumption, the RF model again demonstrated 
the best performance, achieving 62% accuracy, 60% pre-
cision, 63% recall, and an AUC of 64%.

Fig. 3 The AUC of predictive models in modeling based on insulin consumption

 

Fig. 2 The results of evaluation criteria of prediction models in modeling based on insulin consumption
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The modeling based on insulin consumption utilized 
11 variables in this study, while the modeling based on 
the GTT test utilized 13 variables, as advised by experts. 
Janak et al. reviewed 25 studies to identify the most sig-
nificant variables. Their results indicated that maternal 
age, BMI, FBS, and family history of diabetes were the 
most commonly utilized variables for predicting GDM 
[31]. Zarei et al. used five variables including FBS at the 
first pregnancy examination, history of GDM in previous 
pregnancies, BMI, mother’s age, and family history of dia-
betes, which had the greatest impact on their modeling 

[34]. Rezaei et al., in Kermanshah City, used demographic 
data, pregnancy rate, diabetes, fertility parameters, and 
test results [35]. However, several studies have attempted 
to use unusual risk factors like genetic factors in model-
ing [23, 36, 37].

Considering the process of diagnosis and screening of 
pregnant women in the first trimester, modeling using 
demographic information, medical records, routine tests, 
and first-trimester ultrasound results appears to be more 
effective in real-world environments. Based on our find-
ings using wrapper forward feature selection, age, BMI, 

Fig. 5 The results of evaluation criteria of prediction models in modeling based on the result of the GTT test

 

Fig. 4 Values related to the RF model confusion matrix based on insulin consumption
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Fig. 7 Values related to the RF model confusion matrix based on the result of the GTT test

 

Fig. 6 The AUC of predictive models in modeling based on the result of the GTT test
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and history of abortion in previous pregnancies were 
important variables in the insulin consumption-based 
modeling. In the second modeling approach, these three 
variables plus first-trimester FBS had a greater impact on 
the model than other variables.

Various studies have evaluated the application of ML 
techniques in predicting GDM [23, 36, 38, 39]. Sumathi 
et al. assessed the performance of ML algorithms for 
predicting early GDM. In their dataset, the RF model 
achieved the highest performance in predicting GDM, 
with an accuracy of 77% [22]. Jader et al. used classifica-
tion methods including DT, NB, RF, and KNN, achiev-
ing 92% accuracy, while Support Vector Machine (SVM) 
and Logistic Regression (LR) achieved 90% accuracy for 
group techniques [24]Yan Ting et al. developed an LR 
model using seven variables that reached 77% AUC, iden-
tifying it as the optimal model for clinical centers [16]. 
Rezaei et al. reported a perceptron Neural Network (NN) 
model with 79% AUC, 83% accuracy, 62% sensitivity, and 
95% specificity as their proposed model [35]. Zarei et al.‘s 
research led to the development of a predictive model for 
GDM using a combination of the DT model and Artificial 
Neural Network (ANN). This model achieved an AUC of 
86% and a sensitivity of 92.1% [34].

The implications of our findings are significant for clin-
ical practice. Early prediction of GDM can lead to earlier 
interventions, potentially improving maternal and fetal 
outcomes. In resource-constrained settings, early iden-
tification of high-risk patients can help prioritize care 
and interventions. Moreover, our models contribute to 
the growing field of personalized medicine in obstetrics, 
offering a tool for individualized risk assessment and 
management strategies for pregnant women.

Limitations
This study had several limitations that warrant 
consideration:

1) Small sample size in modeling which can limit 
the statistical power of our various analyses. This 
consequence may lead to: (a) The reduced capability 
to detect significant effects may fail to detect 
important associations. (b) Greater chance of Type 
II errors (false negatives) (c) Less precise estimates of 
effect size, as reflected by wider confidence intervals. 
(d) Risk of overfitting of the prediction models at the 
cost of generalizability

2) Single-center design: Data collected within a single 
healthcare facility might not be wholly representative 
of the general population. This might, therefore, 
lead to the following setbacks: (a) Bias towards 
the particular patient demographics this center 
serves. (b) Effects of institution-specific practices 
or protocols on the results (c) Limited variability in 

environmental or socio-economic factors that may 
influence pregnancy outcomes

3) Lack of External Validation: Without validation in 
an independent dataset, the model’s performance 
in other settings remains uncertain. Consequently: 
(a) The predictive accuracy might not be uniform 
across populations or health systems. (b) The model 
may be overfitting to the characteristics in our study 
population. (c) Clinical utility of the model in real-
world scenarios outside of our center remains to be 
seen

Despite these limitations, we used variables that can be 
easily and routinely measured in the first trimester with-
out imposing significant costs on the patients or the 
healthcare system. This, therefore, increases the likeli-
hood of practical implementation if the model is vali-
dated by future studies.

Future directions
The future research would focus on a number of aspects: 
first, multi-center validation studies-inherent in the 
meaning of enlargement of applicability of our results. 
Collaborative studies across various healthcare centers of 
Iran should be formulated and actually implemented by 
standard protocols for collecting data. This would mean 
creating a common infrastructure of the database, early 
anonymization of patients to enable performance com-
parisons of models across demographics and geographies 
while considering different clinical practices in various 
demographic regions.

The model development has to be improved, focus-
ing on the use of other ML algorithms, including Deep 
Learning and ensemble methods, and developing hybrid 
models which can integrate several algorithms. This 
would mean using automatic feature selection methods, 
applying updating of models in real time, and verifying 
whether methods of transfer learning might improve the 
accuracy.

Other key components of future work would include 
clinical implementation research, including user-
friendly interface development for use by clinical staff 
and usability studies with healthcare providers. This also 
encompasses the analysis of the impact on clinical deci-
sion-making, the assessment of the cost-effectiveness of 
implementation, and the monitoring of patient outcomes 
after model deployment.

Different variables will be integrated that involve 
expansion, which could enhance the performance of the 
model. This includes the integration of genetic markers 
and biomarkers, life course and environmental exposure 
variables, socioeconomic indicators, pregnancy-specific 
hormonal markers, and the influence/importance of 
medication history on the accuracy of the prediction.
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Ultimately, longitudinal studies of the implications of 
our predictive model for the long term will be obtained 
by the design of cohort studies with extended follow-up 
and long-term maternal and fetal outcomes. Succes-
sive pregnancy tests of the predictive value of the model 
should be considered in the studies that make early inter-
ventions based on model predictions and monitor the 
incidence of type 2 diabetes among GDM patients. The 
results of such extensive studies will add inestimable 
insight into the predictive model’s long-term efficiency 
and clinical utility.

Conclusion
The results of this study suggest that ML algorithms, 
especially RF, can be effectively utilized to predict GDM 
during the first trimester of pregnancy with high accu-
racy, particularly when trained on demographic, medi-
cal history, and clinical data. Our model demonstrated 
acceptable performance in GTT and insulin consumption 
analysis, indicating that RF could serve as a robust tool 
for early GDM prediction. These results align with previ-
ous studies in ML applications for obstetric risk assess-
ment, suggesting that RF has a consistent edge over other 
algorithms in similar clinical prediction tasks. The use of 
ML-based prediction models can improve the manage-
ment of GDM, although these models are currently more 
commonly used in clinical diagnosis.

Based on the experiences of several medical centers 
worldwide in utilizing these algorithms in medical deci-
sion support systems, we recommend incorporating this 
model into electronic health records. This integration 
could potentially enhance early detection and manage-
ment of GDM, leading to improved patient outcomes.

Future works should aim to address the model’s current 
limitations and establish a broader foundation for the use 
of AI-driven prediction tools in prenatal healthcare. With 
rigorous validation, these models could offer an invalu-
able addition to medical decision support, ultimately 
contributing to the goal of personalized and preventative 
care in pregnancy.
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