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Abstract 

Background  Timely and accurate prediction of disease progress is crucial for facilitating early intervention and treat-
ment for various chronic diseases. However, due to the complicated and longitudinal nature of disease progression, 
the capacity and completeness of clinical data required for training deep learning models remains a significant chal-
lenge. This study aims to explore a new method that reduces data dependency and achieves predictive performance 
comparable to existing research.

Methods  This study proposed DAPNet, a deep learning-based disease progression prediction model that solely 
utilizes the comorbidity duration (without relying on multi-modal data or comprehensive medical records) and dis-
ease associations from biomedical knowledge graphs to deliver high-performance prediction. DAPNet is the first 
to apply multi-view graph contrastive learning to disease progression prediction tasks. Compared with other studies 
on comorbidities, DAPNet innovatively integrates molecular-level disease association information, combines disease 
co-occurrence and ICD10, and fully explores the associations between diseases;

Results  This study validated DAPNet using a de-identified clinical dataset derived from medical claims, which 
includes 2,714 patients and 10,856 visits. Meanwhile, a kidney dataset (606 patients) based on MIMIC-IV has also been 
constructed to fully validate its performance. The results showed that DAPNet achieved state-of-the-art performance 
on the severe pneumonia dataset (F1=0.84, with an improvement of 8.7%), and outperformed the six baseline models 
on the kidney disease dataset (F1=0.80, with an improvement of 21.3%). Through case analysis, we elucidated the clin-
ical and molecular associations identified by the DAPNet model, which facilitated a better understanding and expla-
nation of potential disease association, thereby providing interpretability for the model.

Conclusions  The proposed DAPNet, for the first time, utilizes comorbidity duration and disease associations network, 
enabling more accurate disease progression prediction based on a multi-view graph contrastive learning, which 
provides valuable insights for early diagnosis and treatment of patients. Based on disease association networks, our 
research has enhanced the interpretability of disease progression predictions.
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Introduction
In the era of digital medicine, massive collection of clini-
cal data provides a valuable opportunity for medical 
research and clinical decisions with the support of arti-
ficial intelligence (AI) approaches [1, 2]. Disease progres-
sion prediction, which usually predicts the progression 
of disease in the future by considering the patient’s con-
dition at multiple time points, such as using historical 
disease records to predict the progression of heart fail-
ure in the next six months, is a significant AI task for 
early disease intervention and outcome improvement 
[3, 4]. Modern medicine has shown that the occurrence 
and development of diseases are regular and phased, 
such as using oxygenation (PaO2) and elimination of 
carbon dioxide (PaCO2) as important indicators for 
dividing the progression of acute respiratory failure [5], 
which provides a theoretical basis for disease predic-
tion. Early identification and more accurate prediction 
of these patients using better disease progression mod-
els may improve outcomes by facilitating early interven-
tion of appropriate therapies, monitoring, and specialty 
referral [6]. In particular, it is important to predict and 
intervene in advance for patients who may be seriously 
ill in the future to effectively prevent the deterioration of 
their disease. Besides, current disease progression pre-
diction research often relies heavily on phenotype data 
from patients, such as laboratory test results and imag-
ing data  [6–8]. However, this high dependency can lead 
to difficulties in data acquisition and increased costs. 
Therefore, this study proposed a novel predictive model 
to reduce dependence on phenotype data while still 
achieving predictive performance comparable to existing 
studies.

Early disease progression prediction methods mainly 
focused on current information, such as DeepPatient 
[7], HRFLM [9], and MedText [10], but these methods 
consider less medical information and rarely utilize past 
patient information. Subsequent models for disease pro-
gression prediction, on the other hand, typically analyze 
sequential historical diagnostic information of patients, 
such as those for chronic kidney disease progression 
prediction [11, 12]  and COVID-19 progression predic-
tion [6]. There are also some methods that combine deep 
learning algorithms, such as the RNN-based Doctor AI 
[8], the LSTM-based Hitanet [13], the attention-based 
heart failure prediction model GRAM [14] and tBNA-PR 
[15], and the common attention memory network CAMP 
[16]. Disease progression prediction models based on 
the knowledge graph also achieved good performance, 

such as GNDP [17] and Sherbet [18]. However, existing 
research often relies heavily on multi-modal patient data 
or comprehensive medical records, which implies a high 
demand for data richness in models. Due to the higher 
privacy concerns associated with medical data compared 
to other fields, obtaining complete medical records is 
challenging. Moreover, most methods fail to adequately 
consider potential relationships between diseases and 
lack sufficient utilization of domain knowledge, particu-
larly at the molecular level.

It is worth noting that the emergence and develop-
ment of diseases is a very complex physiological and 
pathological process [19–21]. Hidalgo et  al.  [22] pro-
vide suggestive evidence that patients develop diseases 
close in the phenotypic disease network to those already 
affecting them. Additionally, Lee et  al.  [23] discovered 
that the more connected a disease is to other diseases, 
the higher its prevalence and associated mortality rate. 
Meanwhile, molecular-level disease-gene relationships 
may also affect other cellular functions, leading to poten-
tial comorbidity effects [24]. Furthermore, these stud-
ies indicate the correlation between the occurrence of 
diseases and abnormal expression of certain genes, and 
we can use disease association networks to analyze their 
impact on other diseases. In recent years, the research on 
networks or graphs has been making excellent progress 
[25–28]. Inspired by the learning of network representa-
tion, these methods focus on the analysis of the potential 
relationship between diseases (such as disease co-occur-
rence relationships, shared genes, etc.), providing a new 
perspective for understanding the mechanisms of disease 
[29–31].

In this study, we proposed a novel disease progression 
prediction approach that leverages multi-source graph 
neural network fusion (Fig. 1). This study aims to explore 
the use of only patient diagnostic information for disease 
progression prediction, aiming to reduce data depend-
ence and achieve predictive performance comparable 
to existing research. By combining the current popular 
Graph Contrastive Learning (GCL) [32–35] and the Con-
volutional Neural Network (CNN) [36–38], we designed 
a framework that integrates network embedding and net-
work propagation methods, termed DAPNet. Around 
the DAPNet framework, we developed a novel method 
of patient representation calculation for the duration of 
the patient’s illness and constructed a prediction data-
set. At the same time, three disease association networks 
were constructed by integrating multi-source disease 
association data. This study offered several significant 



Page 3 of 17Tian et al. BMC Medical Informatics and Decision Making          (2024) 24:345 	

contributions to the field of disease progression predic-
tion, including the following aspects:

•	 DAPNet is the first to apply multi-view graph con-
trastive learning to disease progression prediction 
tasks. Compared with other studies, DAPNet inte-
grates the  molecular-level disease association net-
work, the  combines disease co-occurrence network 
and the ICD-10 network, and fully explores the asso-
ciations among diseases.

•	 DAPNet reduces the dependence on clinical data, 
and can still achieve excellent performance only by 
relying on sequence diagnostic data (without rely-
ing on multi-modal data or comprehensive medi-
cal records). Even in this challenging task, DAPNet 
performs well, outperforming the baseline model 
on the severe pneumonia dataset (F1=0.84, with an 
improvement of 8.7%) and the kidney disease dataset 
(F1=0.80, with an improvement of 21.3%).

•	 This study constructs three disease association net-
works by integrating multi-source disease associa-
tion data, with a total of 12,536 nodes and 1,763,872 
edges, forming the foundation for the proposed 
method. These disease networks contribute to 
improving interpretability, which can better depict 
patient portraits to achieve more accurate prediction 
and provide valuable insights for early diagnosis and 
treatment of patients.

Materials and methods
In this section, we first present the construction and scale 
of multi-source disease relationship networks. Subse-
quently, we introduce the primary process involved in 
constructing the dataset. Finally, we outline the frame-
work of DAPNet for disease progression prediction.

Construction of multi‑source disease association networks
As mentioned above, the existing disease prediction 
research lacks the consideration of the disease-gene rela-
tionship, but the association information at the molecular 
level is highly valuable [26, 28]. In order to build a more 
comprehensive disease association network, data collec-
tion encompassed not only disease data from electronic 
medical records (EMRs) but also disease association data 
at the molecular level sourced from MalaCards [39] and 
UMLS [40]. Based on the relationship data of diseases, 
this study sorted and constructed three disease networks 
from different perspectives (Fig. 2A and B), which were: 
disease co-occurrence network, hierarchical disease net-
work, and molecular-based disease network.

Disease co‑occurrence network
The disease co-occurrence network referred to patients 
suffering from multiple diseases at the same time. The net-
work was constructed based on the co-occurrence of the 
patients’ diseases. Each node in the network represented 
a disease, and each edge represents the co-occurrence 
associations between the corresponding diseases [41]. The 

Fig. 1  Overview of disease progression prediction framework. A Clinical representation module based on clinical features. B Network 
representation module based on multi-source disease association networks. C Feature fusion and disease progression prediction module
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weight was the number of patients with two diseases at the 
same time. Through pre-processing, the co-occurrence of 
diseases on the first page of the medical record data was 
counted, and the co-occurrence association data between 
diseases was obtained. To improve the quality of the net-
work, the edges with weights greater than 5 were removed 
to preserve high-frequency edges.

Hierarchical disease network
The tree structure of the ICD-10 code reflected the 
medical knowledge contained in the ICD-10 code at the 
beginning of its design. The hierarchical disease network 
was constructed based on the medical knowledge behind 
the ICD-10 code. The nodes in the network represented a 
disease, and the edges were represented by the similarity 
between the diseases corresponding to the ICD-10 codes. 
Based on the tree structure characteristics of the ICD-10 

code, the similarity between disease codes was calcu-
lated. This similarity could be calculated by the ontology 
similarity formula [42]. The similarity score was used as 
the weight of the edge in the network. The similarity for-
mulas were as follows:

where lcs(c1, c2)represented the nearest common root 
node found according to the ICD tree structure. The 
freq(c) indicated the number of child nodes of node c. If c 
was a leaf node, it corresponded to 1.

(1)sim(c1, c2) =
2× IC(lcs(c1, c2))

IC(c1)+ IC(c2)

(2)IC(c) = −log
freq(c)

freq(root)

Fig. 2  Construction of disease prediction dataset. A Construction of disease association network based on three kinds of disease association data. 
B Partial node display of heterogeneous network. C Calculation method of the illness duration scores
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Molecular based disease network
By collecting the “disease-gene” association data from 
MalaCards and UMLS, the genes in these “disease-gene” 
associations were used as bridges to establish links, 
thereby building associations between diseases. The pur-
pose of selecting “shared genes linking” was to retain as 
much information as possible about the “disease-gene” 
associations at the molecular level.

Construction of benchmark dataset using medical claims 
data
As mentioned above, the data usually used by the exist-
ing disease progression prediction models encompasses 
modal data such as text, image, and physical and chemi-
cal indicators [28, 43]. However, due to the privacy of 
medical data, the more data formats required by the dis-
ease prediction model, the more difficult it is to obtain 
data [4]. To reduce  the disease progression prediction 
model’s dependence on data, this study utilizes past dis-
ease diagnosis information to predict the patient’s disease 
course based on disease association knowledge. Mean-
while, most existing open-source datasets cannot meet 
our expectations (multiple visits), so this study collects 
real-world clinical cases to construct disease prediction 
datasets and focuses on considering the impact of disease 
duration, which other prediction models lack considera-
tion [4, 17, 18, 28, 43]. Therefore, this section provides 
an overview of a new method for constructing datasets 
based on disease duration, using the prediction of comor-
bidities of severe lung diseases as an example.

Clinical data normalization
To ensure the authenticity of the data, we collected part 
of EMRs from a tertiary A-level hospital, paying particu-
lar attention to records of multiple visits, such as visit 
ID, patient ID, and disease diagnosis results, which were 
typically recorded using ICD-10 codes. The ICD-10 clas-
sification system, as mentioned, divides diseases into 
multiple levels based on their characteristics, forming a 
tree structure in which similar diseases share a common 
parent node [44]. Initially, we used the first page of the 
medical records as the core data and filtered the disease 
codes within it [45]. Given the privacy concerns sur-
rounding medical data, it is often difficult to obtain medi-
cal data, so it’s necessary to rely solely on the patient’s 
diagnostic results for prediction. In this scenario, for 
each patient, only the diagnostic information within each 
visit is retained and sorted by visit time. Subsequently, 
we removed patient records containing aberrant codes 
(no ICD-10 codes). Furthermore, patient records with 
one diagnosis were excluded from the analysis, because 
only one record could not obtain the patient’s disease 
progression. Under the guidance of clinical experts, four 

digits were reserved for each disease code to reduce data 
redundancy (e.g., from “J96.02” to “J96.0”). As a result of 
these criteria, the longitudinal diagnosis records of more 
than 470k records were ultimately retained for further 
analysis.

The illness duration scores calculation
To better represent the phenotypes of patients, this study 
proposed a new method for calculating illness duration 
to reflect the impact of disease duration. By comparing 
the results of two consecutive diagnoses, the difference 
between the latter diagnosis and the previous diagnosis is 
obtained, which is the new disease of the patient. Specifi-
cally, when the newly identified disease is the disease to 
be predicted, the focus is on the recent diagnosis records 
and their corresponding diagnosis times. To better depict 
the patient’s disease progression, this study designed a 
new patient representation calculation method, namely 
the illness duration scores.

The scoring formula was designed to satisfy two main 
criteria:

•	 The score should reflect the criticality of a disease in 
relation to its temporal proximity to the target dis-
ease, with diseases occurring closer in time to the 
target disease being assigned higher scores.

•	 The cumulative impact of historical diagnosis results 
on the score should be reduced, such that recent 
diagnostic results have a greater impact than the 
cumulative impact of earlier diagnostic results.

The reason for choosing the exponential function is 
that we assume that the influence of the recent diagnosis 
is greater than the sum of influences of the past multi-
ple diagnoses, and the characteristics of the exponential 
function align with our hypothesis. The final calculation 
formula is designed as follows:

Figure 2C depicts the visit ID using the symbol α , and 
each row in the table corresponds to a specific diagnosis 
for the patient. Assuming that the patient had the disease 
to be predicted at the fifth diagnosis, the earlier diagno-
sis should be considered. The illness duration scores for 
these earlier diseases are determined based on the num-
ber of visits α , and are calculated using the specific scor-
ing formula (3). Using the data in Fig. 2C as an example, 
the diagnosis ID corresponding to all diseases in the first 
diagnosis was the same ( α = 1 ). The score of the disease 
in this diagnosis can be calculated as 1 by substituting 
it into the formula. The scores for subsequent diseases 
are calculated as 2, 4, and 8 for the second, third, and 

(3)score =
∑

α

2α−1
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fourth diagnoses, respectively. These individual dis-
ease scores are then summed to generate the final ill-
ness duration score, as shown in the last row of the table. 
Therefore, the construction of the dataset focuses on the 
duration of the disease.

Construction of positive and negative samples in dataset
Modern medicine has shown that severe pneumonia 
affects a large portion of the population, and is associ-
ated with high-risk clinical conditions and even mortality 
[46]. Considering  the occurrence of diseases in the col-
lected medical records and the severity of COVID-19, 
this research focuses on predicting the risk of severe lung 
disease comorbidity, which comprised unspecified sepsis 
(A41.9), acute respiratory failure (J96.0), and unspecified 
heart failure (I50.9). To achieve this, the normalization 
method presented in the previous section is utilized to 
generate the training dataset, which is based on whether 
there was severe lung disease. If the new disease is clas-
sified as one of the severe lung diseases, it is considered 
a positive case. MIMIC-IV, a publicly available database, 
is sourced from the electronic health record of the Beth 
Israel Deaconess Medical Center [47]. In addition, this 
study also constructed an additional dataset based on 
the MIMIC-IV dataset for the acute kidney injury (AKI, 
ICD-10: N179) disease prediction task.

Disease progression prediction model based 
on multi‑source graph neural network fusion
To better utilize disease association knowledge, this 
study proposed the disease progression prediction model 
DAPNet, which relies on patients’ disease progression 
information and disease association networks to predict 
disease in the future. DAPNet consists of three modules 
(Fig.  1): Module A (Fig.  1A) aims to aggregate patients’ 
clinical representations using CNN based on clinical 
features. Module B (Fig.  1B) utilizes GCL to learn the 
network representation based on multi-source disease 
association networks [48]. Finally, module C (Fig.  1C) 
combines the patient embedding learned from modules 
A and B, and uses a multi-layer perception (MLP) to pre-
dict the patient’s future disease progression.

Module A (Fig. 1A) is mainly responsible for learning 
the clinical embedding of patients. This module mainly 
primarily comprises linear transformation operations 
and CNN-based embedding extraction. Initially, patient 
embeddings are constructed based on their disease 
conditions. To mitigate data sparsity, a large amount of 
0 in the matrix is filled with values with the help of a 
fully connected network, which simultaneously learns 
the implicit relationships between diseases. Addition-
ally, CNN is used to extract disease embedding, tak-
ing advantage of the ICD-10 tree structureal code 

information. Since input data corresponds to diseases 
sorted by disease codes, the tree structure of ICD-10 
coding results in similar or consecutive disease codes 
corresponding to leaf nodes under the same broad cat-
egory [18]. Compared to neural network models like 
MLP, CNN can effectively convolve patients’ disease 
characteristic data, fuse the disease embeddings with 
those of similar diseases, and extract high-quality clini-
cal diagnostic embeddings. In the DAPNet model, the 
patient embedding is first denoted as X ′

p , which is then 
passed through the MLP network for activation. Sub-
sequently, the patient embedding is extracted using a 
two-layer CNN model. The convolutional operation is 
denoted by Conv in formula (5).

Module B (Fig.  1B) was mainly responsible for learn-
ing the characteristics of multi-source graph neural net-
works. It was mainly composed of GCL and MLP. The 
core of module B ware three disease association net-
works, whose adjacency matrix dimensions were the 
same. GCL has been a hot topic in graph representation 
in recent years [32–35]. In this study, we first introduced 
GCL into disease network representation learning and 
used the classical method GCN as a comparison. In each 
network, GCL was used to learn the link relationship of 
the disease association network and three node charac-
teristic matrices were obtained. Since our network nodes 
correspond to diseases, we obtain the word vectors of 
diseases by weighted summation as the initial features of 
the disease network nodes. This study used Glove vec-
tors and learned in advance from a large number of TCM 
books and EMRs in advance [49, 50]. Then it multiplied 
the activated patient’s disease embedding and the three 
groups of embedding matrices respectively to obtain 
three groups of patient embedding based on the com-
bined disease association network.

Usually, contrastive learning generates multiple views 
for each instance through various data extensions, maxi-
mizing the agreement of two jointly sampled positive 
pairs [18]. Given a graph g(A,X) (Fig.  1), K different 
transformations TK  can be applied to obtain multiple 
views {(Ak ,Xk)}

K
k=1 , defined as

Different graph encoders fk can be used to generate 
different representations hk , defined as

(4)X ′
p = XpW

(0)
+ b(0)

(5)Zbasic = Conv
(

Conv(X ′
p)

)

(6)Ak ,Xk = Tk(A,X), k = 1, 2, . . . ,K

(7)hk = fk(Ai,Xi), k = 1, 2, . . . ,K
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The goal of contrastive learning is to maximize the 
mutual information between two views from the same 
instance

where i, j ∈ {1, 2, . . . ,K } , {hi}Ki=1 are representations gen-
erated from g(A,X) , which are taken as positive samples. 
MI(hi,hj) are the mutual information between two rep-
resentations hi and hj . Besides, αi,j ∈ {0, 1} can be used to 
determine if it comes from the same instance

To overcome the limitation that the graph enhance-
ment in most GCL methods is not sufficient to filter out 
noise, MA-GCL proposes a new paradigm called GCL 
model enhancement, which focuses on perturbing the 
architecture of GNN encoders rather than graph inputs 
or model parameters [32]. MA-GCL presents three effec-
tive model augmentation tricks for GCL, namely asym-
metric, random, and shuffling, which can respectively 
help alleviate high-frequency noises, enrich training 
instances, and bring safer augmentations. With the help 
of MA-GCL, we learned three groups of node embedding 
on three disease networks, defined as GCLEICD , GCLECo , 
and GCLEGene.

In formula (12), splice the three groups of embedding 
and use a fully connected network to achieve the output 
size of module B consistent with that of module A.

Module C (Fig.  1C) is mainly responsible for disease 
progression prediction. After obtaining the high-dimen-
sional patient embedding from module A and module B, 
these embeddings are concatenated together to form a 
single patient embedding to calculate the risk of patients 
suffering from severe lung disease in the future. The two 
groups of embeddings represent different aspects of 

(8)max
∑

i

∑

j =i

αi,jMI(hi,hj)

(9)ZICD = GCLEICDX
′
p

(10)ZCo = GCLEGoX
′
p

(11)ZGene = GCLEGeneX
′
p

(12)Znet = Concat[ZICD,ZCo,ZGene]W
(1)

+ b(1)

patient information, and they are combined to form the 
final patient disease embedding. This step helps combine 
the patient’s clinical characteristics and the characteris-
tics learned from the disease network to obtain a com-
prehensive patient embedding representation, which is 
then used for disease progression prediction. The classi-
fication model is then used to predict the future disease 
progression of patients. To optimize the model param-
eters, we calculated the cross-entropy loss between the 
predicted and actual labels of the training data through 
iterative processes until the optimal model parameters 
are achieved. The formula (13) illustrates how the output 
results from modules A and B are integrated. The prob-
ability is then calculated using an MLP and SoftMax 
function.

Experimental settings
Disease association networks
The sizes of the multi-source disease association net-
works are shown in Table 1. Due to different sources of 
data, the sizes and densities of the three disease associa-
tion networks were inconsistent. Among them, the hier-
archical disease network has the largest network size, 
with 11,249 nodes and 1,048,575 edges. The molecular-
based disease network has the smallest size, with 1,048 
nodes and 129,362 edges. Figure  2B showed related 
nodes with adjacency relationships in the ICD network 
of “A41.9” nodes, with typical cases of specified sepsis 
(A41.8), mycobacterial infection (A31.9), and bacterial 
infection (A49.9), which was consistent with the correla-
tion between sepsis syndrome and these disease in clini-
cal research.

Severe pneumonia dataset and kidney dataset
After the above segments, the severe pneumonia dataset 
contains 2,714 samples, and the kidney dataset contains 
606 samples. The proportion of positive and negative 
samples was 1:1. To validate the DAPNet, we divided the 
datasets into training and testing sets, maintaining a ratio 
of 4:1. Leveraging the interpretability of the Random 

(13)
Ypre = softmax

(

Concat[Zbasic,Znet]W
(2)

+ b(2)
)

Table 1  Statistical of disease association network scale

Network Number of nodes Number of edges Average degree

Hierarchical disease network 11,249 1,048,575 186.43

Disease co-occurrence network 7,104 633,153 178.25

Molecular-based disease network 1,048 129,362 246.87
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Forest model, we evaluated the importance of comorbid-
ity in the datasets. Taking the severe pneumonia dataset 
as an example, Table 2 below lists the top ten comorbidi-
ties associated with severe pneumonia.

The ranking results indicate that the top three diseases 
most commonly associated with severe pneumonia are 
arteriosclerotic heart disease (I25.1), idiopathic (primary) 
hypertension (I10), and other specific liver diseases 
(K76.8). This suggests that patients with severe pneumo-
nia often have comorbidities such as heart disease and 
hypertension, and that individuals with underlying pneu-
monia along with heart disease or hypertension are at 
an increased risk of developing severe pneumonia in the 
future. The top ten diseases identified in the ranking pri-
marily focuses on heart disease, diabetes, and lung dis-
ease, indicating that these comorbidities were directly or 
indirectly related to severe lung disease. When patients 
are diagnosed with pneumonia along with any of these 
aforementioned diseases, it is recommended that doctors 
provide individualized treatment at an early stage to pre-
vent the progression of severe lung disease or other life-
threatening conditions (Fig. 3).

In addition, we also utilized SHAP to analyze the 
comorbidities, and the results indicate that the most 
relevant features associated with severe pneumonia are 
atherosclerotic heart disease (I25.1), other disorders of 
lung (J98.4), and chronic kidney disease (N18.9). Kurth 
et  al.  [51] have found that atherosclerotic heart disease 
is one of the typical diseases among lung disease deaths, 
which indirectly supports our analysis results.

Hyperparameters
Given that DAPNet is a classification model, we evalu-
ated its performance using commonly used metrics, 
including accuracy, recall, and F1-score. Furthermore, 
we calculated the area under the receiver operating char-
acteristic curve (AUC) to assist with the evaluation. The 

datasets were split into training and testing sets at a ratio 
of 4:1. The learning rate for the model was set to 0.00002, 
with a maximum of 10,000 iterations. The early stopping 
mechanism was implemented to save the optimal model.

Baselines
Because our study focuses on disease progression in 
patients’ time series records (only relying on ICD codes), 
it is difficult to directly compare it with other similar dis-
ease prediction models. We designed a comprehensive 
set of comparative and ablation experiments to make up 
for this shortcoming. The baseline methods in this study 
include traditional machine learning methods, such as 
Support Vector Machines (SVM), Random Forest (RF), 
Logistic Regression (LR), and MLP. For deep learn-
ing methods, this study compared the Hitanet [13] and 
the simplified version of tBNA-PR  [15]. Since DAPNet 
only uses the disease information of patients and lacks 
the comprehensive data required for the full tBNA-PR 
model, the tBNA-PR model compared in this study has 
been simplified. Additionally, to validate the efficacy of 
graph contrastive learning, we conducted comparative 
experiments between the GCN and graph contrastive 
learning algorithms, including GRACE [35], NCLA [33], 
and MA-GCL  [32]. At the same time, we designed a 
wealth of comparative experiments and ablation studies 
to verify the sensitivity and interpretability of the model.

Results
To evaluate the contribution of each module, in this sec-
tion, we first assess the construction of multi-source dis-
ease networks and the distribution of disease datasets. 
At the same time, to better evaluate the performance 
of DAPNet, we designed multiple comparative experi-
ments, including disease-associated network compari-
sons, overall comparison, module ablation experiments, 

Table 2  Top 10 of comorbidity ranking

Index ICD code Feature 
importance

1 Atherosclerotic heart disease of native coronary artery (I25.1) 0.0341

2 Essential (primary) hypertension (I10) 0.0239

3 Other specified diseases of liver (K76.8) 0.0229

4 Other disorders of lung (J98.4) 0.0168

5 Type 2 diabetes mellitus without complications (E11.9) 0.0168

6 Cerebral infarction, unspecified (I63.9) 0.0155

7 Hyperlipidemia, unspecified (E78.5) 0.0128

8 Sequelae of cerebral infarction (I69.3) 0.0120

9 Anemia, unspecified (D64.9) 0.0111

10 Other forms of angina pectoris (I20.8) 0.0110
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and parameter influence experiments. Finally, we invited 
clinicians to validate the results of the model prediction.

Performance of DAPNet
To better compare the performance of the DAPNet 
model, we conducted comparative experiments on the 
same dataset to verify the performance of the model. 
Notably, our research only relies on ICD code, which 
limits the direct comparability with existing similar stud-
ies. Therefore, we use machine learning methods as the 
baseline method. Meanwhile, this study aims to con-
duct as many ablation experiments as feasible to validate 
our model. The results of the performance comparison 
among models using severe pneumonia datasets are pre-
sented in Fig. 4A and Table 3. The DAPNet had the best 
overall performance, and its F1-score (0.8379) and AUC 
value (0.9172) were higher than other models. The RF 
model, as the best ML baseline model, also achieved good 
F1-score (0.7708) and AUC values (0.8528). Conversely, 
the LR and SVM models exhibited inferior performance 
in this experiment, lagging far behind DAPNet’s exem-
plary performance. The tBNA-PR and HiTANet models, 

belonging to the deep learning group, performed not 
well, with their F1-score trailing behind those of the RF 
model.

The performance comparison of models with kid-
ney datasets is shown in Fig. 4B and Table 4. The DAP-
Net demonstrated the best overall performance, and its 
F1-score (0.8018) and AUC value (0.838) being higher 
than those of other models. The HiTANet model, serving 
as the best baseline, also achieved good F1-score (0.661) 
and AUC values (0.6624). Although the tBNA-PR model 
achieved the highest Precision (0.959) and AUC (0.9523), 
it exhibited instability, characterized by a very low Recall 
(0.4528), indicating that the model did not fully capture 
the underlying knowledge.

Ablation experiments
This study compared different GNN models, and the 
results are shown in Table 5. It is noteworthy that for dif-
ferent GNN algorithms, the gap among AUC results is 
small. However, for the F1-score, all the GNN algorithms 
achieved results exceeding 0.8, with MA-GCL attain-
ing the best performance (0.8379). The DAPNet model 

Fig. 3  Comorbidity assessment with SHAP. Class 1 corresponds to positive samples, Class 0 corresponds to negative samples
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Fig. 4  Performance comparison between DAPNetMA−GCL and baseline. A Comparison of different models on severe pneumonia dataset. B 
Comparison of different models on kidney dataset

Table 3  Results of different models on severe pneumonia dataset

Model Precision Recall F1 AUC​

LR 0.6843±0.0118 0.6708±0.0097 0.6774±0.0086 0.759±0.0057

RF 0.7691±0.0096 0.7725±0.0111 0.7708±0.008 0.8528±0.0069

SVM 0.7035±0.008 0.637±0.0083 0.6685±0.0071 0.7514±0.0064

MLP 0.7373±0.0082 0.7402±0.0105 0.7387±0.007 0.8215±0.0068

tBNA-PR 0.7732±0.032 0.6532±0.0272 0.7077±0.024 0.7395±0.0244

HiTANet 0.6946±0.0178 0.7274±0.0387 0.7096±0.0119 0.7032±0.0072

DAPNet 0.8265±0.0073 0.8497±0.0066 0.8379±0.0062 0.9172±0.0029
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demonstrates a small variance, indicating its greater 
stability. Additionally, we also supplemented the t-test 
results in the appendix, which showed that the DAPNet 
model significantly outperforms the baseline model.

To ascertain the robustness of DAPNet, ablation exper-
iments were conducted on multiple modules of DAPNet. 
Furthermore, a series of comparative experiments were 
also conducted on the scale of networks, as well as the 
principal parameters of CNN and GCN, across several 
groups with varying parameters.

The ablation experiment (Fig.  5A1-A4) demonstrated 
different combinations (A, B, C) and input forms (D, E, 
F) for the DAPNet model. The comparison of different 
modules primarily focused on the splicing of various sub-
modules within DAPNet. The different input forms, on 
the other hand, centered around whether the input data 
was sorted based on the ICD code or underwent linear 
transformation. Specifically, “sort (input)” denoted the 
order of features, “random (input)” indicated a random 
ordering, and “without pretreatment” indicated no linear 
transformation calculation. Based on the MLP model, the 
experimental result of “A+C” combined with CNN model 
was better than that of “B+C” combined with GCN, 
reflecting that the performance of CNN was superior to 
that of disease network feature extraction. Furthermore, 
the input sorted according to the ICD code yielded better 
results than the unsorted input and was also superior to 
the input without linear transformation.

The experimental results with different disease net-
works are presented in Fig.  5B1-B4. Generally, the per-
formance of the method employing multiple networks 
outperformed that of utilizing a single network. Notably, 

compared with other networks, especially molecular-
based disease networks, DAPNet with disease co-occur-
rence networks exhibited the best performance (highest 
F1: 0.8366). This could be attributed to the lower quality 
of information in the “disease-gene” relationship data. 
Figure 5C1-C4 displays the experimental outcomes when 
employing varying proportions of network data under 
the same network. The results demonstrate that the 
model performance improved as the proportion of net-
work structures used increased, indicating the availability 
of more edge information. Furthermore, it was observed 
that, for the hierarchical disease network, using more 
than 80% of edge data yielded results similar to those 
when all edge data was utilized.

Sensitivity analysis
The CNN module is primarily responsible for extracting 
the patient’s clinical disease feature information and gen-
erating the high-dimensional features of the patient’s clin-
ical disease. In this set of comparative tests, we focused 
on comparing the size of the convolution kernel of CNN 
(Fig.  5D1-D4), represented by F, where the cases of 4, 
8, 16, and 32 were compared. The results indicate that 
the optimal F1-score was achieved when F=16, and the 
optimal AUC result was obtained when F=8. The overall 
pattern of these two results was similar. However, when 
F was relatively large, such as F=32, the performance 
exhibited a decline. The GCN module was primarily 
responsible for extracting disease network node features 
and aiding in constructing patient disease features based 
on combined disease networks. In this set of compara-
tive experiments, we mainly focused on comparing the 

Table 4  Results of different models on kidney dataset

Model Precision Recall F1 AUC​

LR 0.559±0.0523 0.5879±0.057 0.5717±0.047 0.6501±0.0392

RF 0.6249±0.0341 0.6751±0.0275 0.6482±0.0223 0.6499±0.0358

SVM 0.5399±0.0452 0.6035±0.0491 0.5688±0.0396 0.65±0.0341

MLP 0.5416±0.0421 0.5933±0.0381 0.5646±0.0267 0.5807±0.0365

tBNA-PR 0.959±0.0068 0.4528±0.0154 0.615±0.0145 0.9523±0.0035
HiTANet 0.6891±0.0434 0.6432±0.0838 0.661±0.041 0.6624±0.0312

DAPNet 0.7116±0.0492 0.9207±0.022 0.8018±0.0332 0.838±0.0236

Table 5  Results of different GNN algorithms

Model Precision Recall F1 AUC​

DAPNetGCN 0.8066±0.0059 0.8545±0.0065 0.8298±0.0037 0.9106±0.0041

DAPNetGRACE 0.8282±0.0063 0.8337±0.0076 0.8309±0.0033 0.9191±0.0021
DAPNetNCLA 0.8213±0.0057 0.831±0.0054 0.8261±0.0041 0.9168±0.0021

DAPNetMA−GCL 0.8265±0.0073 0.8497±0.0066 0.8379±0.0062 0.9172±0.0029
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Fig. 5  Comparison of DAPNet core parameters. A1-A4 Performance comparison of different forms of DAPNet. B1-B4 Performance comparison 
of DAPNet with different networks. C1-C4 Performance comparison of DAPNet with different heterogeneous networks data scale. D1-D4 
Performance comparison of DAPNet with different kernel size of CNN. E1-E4 Performance comparison of DAPNet with different number of GNN 
layer. F1-F4 Performance comparison of DAPNet with different embedding size of GNN
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GCN module’s layers and feature dimensions (Fig.  5E1-
E4). The number of layers was represented by the letter 
L, while the output feature dimension was represented by 
the letter O. The results indicate that the performance of 
the GCN module was better when the number of layers 
was small. Generally, with an increase in the number of 
layers, the model’s complexity increases, and the model’s 
effectiveness exhibits a downward trend. In summary, the 
overall performance of the GCN module did not improve 
significantly with increasing layers. The model performed 
relatively well with a simple two-layer structure and an 
output feature dimension of 64. Figure  5F1-F4 presents 
the results of the experiment on the output dimension 
of the GNN module. The results indicate that the perfor-
mance gap was relatively small and the performance was 
similar when the output feature dimension was less than 
32. However, when the output feature dimension was 
increased to 256, there was a significant decline in per-
formance. These findings suggest that a lower output fea-
ture dimension is preferable for the GNN module.

Indeed, the robustness of DAPNet could be attributed 
to the vital role played by the various components in the 
model’s overall performance. The ablation experiments 
on different combinations of modules and input forms 
revealed that the performance of DAPNet was depend-
ent on the specific combination of modules and the 
pre-processing of input data. Furthermore, experiments 
on disease networks demonstrated that incorporat-
ing multiple networks, especially disease co-occurrence 
networks, could lead to better results. Lastly, experi-
ments on the CNN and GNN modules reveal that the 
size of the convolution kernel and the number of layers 
and output feature dimensions in the GNN module sig-
nificantly impacted the overall performance of the model. 
Therefore, the robustness of DAPNet was attributed to 
the optimized combination of the different components, 
which allows for the effective extraction and integration 
of various types of data to generate high-quality disease 
prediction results.

Case study and interpretability
To evaluate the effectiveness of the proposed DAPNet 
model, we extracted actual patient cases to demonstrate 
the prediction results of the DAPNet model. Figure  6 
showed the case study of disease progression prediction 
for severe pneumonia. The DAPNet model made accu-
rate predictions for three random samples, with the pre-
dicted labels matching the actual labels. In addition, we 
examined the clinical significance of the ICD codes for 
Sample 53, which revealed that the patient suffered from 
serious lung diseases such as “J98.4, J15.9, C34.1, J42”. The 
patient presented with “I50.9” in the subsequent diagnos-
tic results, indicating that the coexistence of cancer and 

pneumonia increases the risk of severe conditions like 
heart failure [52–54]. For Sample 268, DAPNet predicted 
a score of 0.6, while the true label was negative. Although 
predicting this patient’s outcome was relatively difficult, 
the model still provided an effective prediction. In Sam-
ple 354, there was no discernible connection between the 
patient’s illness and pneumonia, and the model’s predic-
tion was consistent with the true label of low risk. These 
findings demonstrate that the DAPNet model could pro-
vide reliable predictions, thereby aiding healthcare pro-
fessionals in making faster and more accurate diagnoses 
and preventing disease progression.

This study also explored the clinically relevant diseases 
and molecular associations identified by DAPNet. We 
analyzed the gene association information behind each 
patient’s disease based on the disease information from 
the case study and our disease relationship network. 
Meanwhile, based on the MalaCards database, the rel-
evant genes for each disease were searched and the num-
ber of matching genes was calculated, as shown in Fig. 7. 
The horizontal axis represents high-frequency co-occur-
rence genes, and the vertical axis represents their fre-
quency. For sample 268, the high-frequency gene “CRP” 
is associated with disease “I70.9, E78.5, M81, I25.9, I25.1, 
M19.9”. This finding is consistent with the study on ather-
osclerosis [55] and provides insights into the underlying 
molecular mechanisms of disease progression.

Discussion and conclusion
In this study, we proposed a novel disease progression 
prediction framework, DAPNet, which solely utilized the 
comorbidity, its duration, and disease association net-
works to deliver high-performance prediction. Leverag-
ing three disease association networks, DAPNet was the 
first work of disease progression prediction only based 
on historical disease progression (only ICD data), thereby 
reducing data dependence while still maintaining good 
performance. The results showed that DAPNet achieved 
state-of-the-art performance on the severe pneumonia 
dataset (F1=0.84, with an improvement of 8.7%), and 
outperformed the six baseline models on the kidney dis-
ease dataset (F1=0.80, with an improvement of 21.3%). 
Even in this challenging task (only by historical disease 
progression), compared to other disease prediction mod-
els, DAPNet achieved better results on both datasets and 
reached the level of a clinically applicable model.

Unlike other disease progression prediction research 
often heavily relies on multi-modal patient data or com-
prehensive medical records [6–8], DAPNet only utilizes 
the patient’s ICD information and still achieves excellent 
results, reducing the dependence on data. DAPNet aims 
to demonstrate that effective disease progression predic-
tion can be achieved even with limited data, such as using 
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medical claims data, thereby providing a more straight-
forward and reliable tool for clinical practice. It is worth 
noting that DAPNet, compared to other comorbidity 
studies, additionally integrates molecular-level disease 
association information, combining disease co-occur-
rence with the disease relationship information behind 
ICD-10 codes, and thoroughly explores the associa-
tions between diseases. Furthermore, DAPNet employs 
a multi-view GCL that fuses phenotype and molecu-
lar information, which is the first application in disease 
prediction problems. By leveraging the implicit disease 
relationships across three disease networks, DAPNet 
generated a more comprehensive patient representation 
and enhanced prediction accuracy. Compared to other 
disease progression prediction models, our DAPNet also 
showed reduced reliance on clinical data, using only his-
torical disease progression for disease progression pre-
diction while still achieving strong performance [6, 10, 
12, 37]. Notably, we introduced a method for patient 
embedding construction that integrates historical disease 

progression to capture the duration and impact of prior 
illnesses

We acknowledge several limitations in the cur-
rent research, which highlight opportunities for future 
improvements. Currently, our disease predictions cover 
only two types of diseases, and there is a lack of experi-
mental validation for others [4]. In the future, we plan 
to continue collecting more clinical data and implement 
manual review and annotation procedures to refine the 
disease association data. Additionally, we intend to con-
struct datasets for other diseases to broaden the range of 
disease categories, thereby increasing the dataset’s scale. 
It is also important to note that disease association data 
is continually evolving. Hence, we will strive to collect 
more data in future work to enhance the scale and qual-
ity of the disease association networks [20, 26]. Besides, 
recognizing the importance of prospective research, we 
plan to design a prospective study in the future to address 
potential biases inherent in retrospective research and 
explore the design of diagnostic and treatment models 

Fig. 6  Diagnoses of sample patients. Sample patients including one positive case (A), one neutral case (B), and one negative case (C)
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that integrate outcome information in subsequent stud-
ies [46, 56]. We plan to collect a new dataset covering a 
prolonged disease course. Using temporal information, 
patients’ multiple visit records will be divided into two 
segments: the earlier segment will be used to train our 
model for predicting disease progression, while the later 
segment will be utilized for a retrospective study to vali-
date the accuracy of the model’s predictions. By inte-
grating these two experimental approaches, we aim to 
uncover underlying patterns in the disease more compre-
hensively. In addition, we aim to explore the integration 
of clinical heterogeneous knowledge graphs to improve 
the model’s performance and interpretability, ultimately 
enabling more effective and personalized early treatment 
strategies.
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