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Abstract
Background  The exponential growth in patient data collection by healthcare providers, governments, and private 
industries is yielding large and diverse datasets that offer new insights into critical medical questions. Leveraging 
extensive computational resources, Machine Learning and Artificial Intelligence are increasingly utilized to address 
health-related issues, such as predicting outcomes from Electronic Health Records and detecting patterns in multi-
omics data. Despite the proliferation of medical devices based on Artificial Intelligence, data accessibility for research 
is limited due to privacy concerns. Efforts to de-identify data have met challenges in maintaining effectiveness, 
particularly with large datasets. As an alternative, synthetic data, that replicate main statistical properties of real 
patient data, are proposed. However, the lack of standardized evaluation metrics complicates the selection of 
appropriate synthetic data generation methods. Effective evaluation of synthetic data must consider resemblance, 
utility and privacy, tailored to specific applications. Despite available metrics, benchmarking efforts remain limited, 
necessitating further research in this area.

Results  We present SynthRO (Synthetic data Rank and Order), a user-friendly tool for benchmarking health 
synthetic tabular data across various contexts. SynthRO offers accessible quality evaluation metrics and automated 
benchmarking, helping users determine the most suitable synthetic data models for specific use cases by prioritizing 
metrics and providing consistent quantitative scores. Our dashboard is divided into three main sections: (1) Loading 
Data section, where users can locally upload real and synthetic datasets; (2) Evaluation section, in which several 
quality assessments are performed by computing different metrics and measures; (3) Benchmarking section, where 
users can globally compare synthetic datasets based on quality evaluation.

Conclusions  Synthetic data mitigate concerns about privacy and data accessibility, yet lacks standardized evaluation 
metrics. SynthRO provides an accessible dashboard helping users select suitable synthetic data models, and it also 
supports various use cases in healthcare, enhancing prognostic scores and enabling federated learning. SynthRO’s 
accessible GUI and modular structure facilitate effective data evaluation, promoting reliability and fairness. Future 
developments will include temporal data evaluation, further broadening its applicability.
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Background
Synthetic-data-driven applications
The gathering of patients’ data by healthcare provid-
ers, governments, and private industry is growing at 
an exponential pace, encompassing vast volumes and 
diverse types of abundant information that can give novel 
insights into essential medical questions [1]. Thanks to 
the increasing availability of large computer infrastruc-
ture and computational resources, Machine Learning 
(ML) and Artificial Intelligence (AI) are progressively 
being exploited to solve health-related problems, such 
as prognosis prediction from Electronic Health Records 
(EHRs) or pattern detection in multi-omics data. ML 
and AI approaches are increasingly being translated from 
bench to bedside, with 171 enabled AI-based medical 
devices from the Food and Drug Administration (FDA) 
as of October 2023 [2].

Despite their potential value, such datasets are mainly 
inaccessible to wider research communities, mainly due 
to concerns about patient’s privacy. Even when access is 
granted, for instance within federated research networks, 
the process of ensuring proper data usage and protec-
tion poses significant delays to research progress and 
slows the translation of solutions based on these data 
from bench to bedside. A possible solution to address 
these challenges is to de-identifying patient data through 
various means, such as removing identifiable features, 
adding noise, or grouping variables. However, the effec-
tiveness of such methods, especially with large datasets, 
remains uncertain, leaving open the possibility of patient 
re-identification when combined with other datasets. To 
this end, there has been a growing proposition to replace 
original data, derived from real patients, with the use 
of Synthetic Data (SD) that mimics the main statistical 
characteristics of their real counterparts.

Initially proposed by Rubin [3] and Little [4], SD refers 
to artificially generated datasets replicating real data 
distributions and structures. SD can also be defined as 
microdata records generated by a statistical model of 
the original data: the model allows the sampling of new 
data values that replicate the statistical properties of the 
original data [5]. Finally, according to Alan Turing Insti-
tute, “synthetic data is data that has been generated using 
a purpose-built mathematical model or algorithm, with 
the aim of solving a (set of ) data science task(s)”. This 
definition underscores the broader aim of SD, which is 
to address various data science tasks [6]. A related aim 
of SD is to ensure privacy and preserve information from 
the original dataset while enhancing model training, 
especially in healthcare applications.

The usage of SD has multiple applications in health-
care from screening clinical intervention, to enhance ML 
pipelines for predictive analytics, to finetune models for 
specific populations [7]. In ML, they can be exploited 

to train classifiers and/or to evaluate their performance 
[8, 9]. SD can also drive a change in distributed research 
networks, allowing a shift from meta-learning models to 
direct data sharing and application of patient-level mod-
eling techniques. Researchers have extensively explored 
the use of SD within the federated learning domain [10]. 
For instance, Azizi et al. investigated its role in assess-
ing country-level disparities in cardiovascular diseases 
when compared to federated analysis based on real 
data [11]. Initiatives like the Open-CESP project by the 
French Centre de recherche en Epidémiologie et Santé 
des Populations have aimed to provide public access to 
synthetic datasets derived from research efforts [12]. 
These endeavors often focus on refining frameworks 
for generating and evaluating SD to maintain fidelity to 
ground truth data while ensuring privacy [13]. Notable 
approaches include generating SD modeled on United 
Kingdom primary care data [14], centralizing local simu-
lated instances for AI model training [15], and integrating 
generative methods with federated learning for privacy-
preserving high-quality SDG [16].

Generation and evaluation of synthetic tabular data
While unstructured data (i.e. images and free text) plays a 
crucial role in current ML-based systems, tabular data is 
still the predominant type of data used to develop models 
to aid healthcare decision making, still offering the most 
valuable opportunities to develop AI-based healthcare 
systems [17].

Several approaches exist for generating tabular syn-
thetic patient data. Some methods rely on domain-spe-
cific knowledge, restricting their adaptability to different 
contexts. In contrast, entirely data-driven methods learn 
directly from the data, rendering them more versatile 
and easily applicable to diverse scenarios. Hernandez and 
colleagues [18] provide a systematic review of the avail-
able approaches for synthetic tabular data generation. 
The approaches are categorized into three main groups: 
(i) classical approaches, which include baseline methods 
and statistical and supervised ML approaches; (ii) deep 
learning approaches, where the generative model is real-
ized using deep learning; lastly, (iii) approaches that do 
not fall into the previous categories (e.g. SDG methods 
that simulate a series of procedures). In the deep learn-
ing realm, Generative Adversarial Networks (GANs) 
have emerged as key ML-based generative models in 
healthcare. While GAN algorithms have been adapted 
for clinical tabular data, they often overlook the unique 
characteristics of such data. Ensuring the preservation of 
logical relationships and achieving class-balanced tabular 
SD are recognized as crucial factors in enhancing model 
performance and stability [19].

The wide array of methods available for SDG, coupled 
with the absence of standardized evaluation metrics, 
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present challenges in determining the most suitable 
approach. Evaluating SD as “good” or “appropriate” can-
not be done universally, as their suitability may vary 
depending on the context and application. For instance, 
criteria such as statistical fidelity at both individual and 
population levels, as well as privacy disclosure, may be 
prioritized differently based on specific tasks. Within 
the process of SDG through data-driven methods, it is 
crucial to provide researchers with guidance in selecting 
methodologies tailored to their specific needs.

Metrics and methods for evaluating SD can be catego-
rized into different dimensions to assist developers in 
selecting the most appropriate approach for their specific 
application requirements. These metrics are typically 
grouped into three main categories [17, 20, 21]:

Resemblance metrics  These metrics serve as an initial 
validation step for SD, acting as a preliminary quality 
control measure before more comprehensive evaluations. 
Generally, they employ statistical approaches to analyze 
whether the correlation structure, both univariate and 
multivariate, among the features of the original dataset is 
preserved in the synthetic dataset.

Utility metrics  These metrics assess the usability of the 
outcomes derived from ML models trained on SD. The 
evaluation involves comparing the performance achieved 
using the original dataset with that of the synthetic 
dataset.

Privacy metrics  SD that closely resemble real records 
pose a risk of inference, potentially exposing the original 
data used for training the generative model. Therefore, 
evaluating the privacy of SD is crucial for minimizing the 
potential for data disclosure. Typically, metrics used in lit-
erature aim to evaluate the security of SD regarding the 
disclosure risk of private or sensitive information, includ-
ing simulating cyberattacks.

Benchmarking synthetic data
While evaluation metrics provide a robust framework 
for comparing different datasets, there is a notable gap in 
benchmarking efforts, raising several types of concern.

Evaluation metrics need to be selected according to 
the final application of the SD. For instance, within fed-
erated healthcare projects, SD can be shared among 
participants. In this context, privacy should be highly pri-
oritized. In the development phase of a ML model, util-
ity should be optimized, as the goal is to implement ML 
models having consistent performance in comparison 
with models trained on the original dataset. Resemblance 
is of extreme importance when developing Clinical 
Decision Support Systems. The interplay among these 
three aspects has been studied in [22], highlighting the 

positive correlation between resemblance and utility and 
the potential trade-off between resemblance/utility and 
privacy.

Yan and colleagues [22] highlight the necessity for 
benchmarking frameworks to determine the most suit-
able tabular SDG models for specific use cases within 
given datasets. Their motivations include a lack of con-
sensus regarding suitable evaluation metrics for assessing 
SD, which is crucial for effectively comparing and con-
trasting synthesis models; the diverse range of use cases 
for SD, which introduces varying priorities regarding the 
preservation of different data aspects; the inherent insta-
bility in training trajectories of generative models, which 
can yield disparate models and inconsistencies in the 
quality of generated data.

The literature on benchmarking approaches for SD 
remains scarce, focusing more on evaluating individual 
applications and methods. However, some notable stud-
ies have emerged. In [23], authors evaluate utility metrics 
to rank SD generation methods based on their perfor-
mance in analytical workloads. More in detail, multiple 
metrics were tested across 30 health datasets and three 
generation methods (Bayesian network, GANs, sequen-
tial tree synthesis) to compare SD performances against 
real data. Other frameworks [24] evaluate the quality of 
differentially private SD from applied researchers’ per-
spectives or outline [25] criteria for evaluating masked 
data, categorizing utility metrics and their fidelity at dif-
ferent levels, ranging from attributes to population distri-
butions and finally to applications.

To the best of our knowledge, the only existing work 
that provides robust insight into SD benchmarking is the 
paper by Yan and colleagues [22]. Their results highlight 
a utility-privacy tradeoff in sharing synthetic health data, 
indicating that no single method emerges as the optimal 
choice across all criteria in every use case. This highlights 
again the importance of assessing SDG methods within 
their specific contexts. This work introduces a rank-based 
scoring mechanism that aggregates individual metric 
scores into a final score model, facilitating the consider-
ation of competing evaluation metrics.

Synthetic data assessment tools
As the usage of SD within various contexts is increas-
ing, tools for SD assessment are needed. We advocate 
four relevant aspects that a tool for SD evaluation should 
fulfill:

1)	 It should allow for the evaluation of all the evaluation 
categories (resemblance, privacy, and utility);

2)	 It should have a user-friendly Graphical User 
Interface (GUI) to allow for SD evaluation across 
different types of users, both programmers and end-
users, such as researchers and clinicians;
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3)	 It should provide a report with the results of the 
evaluation;

4)	 It should allow for benchmarking that the user can 
calibrate according to specific use cases.

Several open-source tools have been developed to gen-
erate and evaluate SD, each offering distinct features 
(Table 1). In [26], we presented a dashboard that incorpo-
rates these metrics for SD evaluation. This user-friendly 
dashboard application is designed to facilitate a compre-
hensive assessment of SD quality. With an intuitive inter-
face, users can easily access and utilize functionalities to 
generate detailed reports. The dashboard enables to con-
duct general and qualitative analyses of synthetic datasets 
obtained through statistical or generative methods.

While existing tools offer various methods for SD eval-
uation, almost none specifically address benchmarking 
for ranking SD datasets in terms of multiple metrics and 
choosing them based on the preferred use case, in which 
one wants to prioritize one aspect (e.g. utility or privacy) 
over another.

Therefore, we introduce SynthRO (Synthetic data Rank 
and Order), a practical tool designed to benchmark 
health synthetic tabular data for various contexts and 
use cases. SynthRO provides a user-friendly interface 
for evaluating synthetic datasets, addressing the need 
for accessible quality evaluation metrics, and it auto-
matically allows for SD benchmarking. In addition to the 
interface implementation, we emphasize the importance 
of our benchmarking approach, particularly its interface-
level integration, a feature currently lacking in existing 
synthetic data evaluation tools. SynthRO implements a 
streamlined mechanism to determine which SD mod-
els are most appropriate for which use case for a given 
dataset. Users can prioritize the different metrics and get 
quantitative scores that enable consistency in SD evalua-
tions. This represents a valuable contribution with poten-
tial applications extending beyond academic contexts.

Additionally, to test and validate the usability of our 
dashboard, various users were asked to use the dash-
board and fill in a System Usability Scale (SUS) [27].

Implementation

Dashboard architecture
The SynthRO platform has been developed using the 
Python programming language. Specifically, the Dash 
package [36] has been utilized. Dash is a Python frame-
work designed for the development of interactive, web-
based data visualization applications. It facilitates rapid 
prototyping and iteration while offering extensive cus-
tomization options for user interface design and func-
tionality, by providing predefined interactive components 
such as graphs, tables, and input controls that can be 
customized. It also allows for easy linking of various 
components and dynamic updating of the user interface 
in response to user actions or changes in data. Users can 
easily use our dashboard locally.

The dashboard is divided into three main sections (see 
Fig. 1):

1.	 Loading data section, where users have the ability to 
locally upload the necessary files for quality analysis;

2.	 Evaluation section, where various analyses of quality 
assessment are conducted by calculating various 
metrics and measures;

3.	 Benchmarking section, where users can globally 
assess the quality of SD.

The modular design of our dashboard ensures that its sec-
tions are easily extendable. This flexibility allows for the 
seamless addition of new metrics introduced in the liter-
ature, such as fairness or Carbon footprint [37], enabling 
users to incorporate these metrics into the benchmarking 
process as they become relevant. Consequently, our tool 

Table 1  List of open-source tools that perform an evaluation of synthetic data utility, resemblance, and privacy
Tool Description Metrics GUI Report Benchmarking
Synthetic Data Vault [28] (SDGym 
and SDGMetrics module)

Python package to generate and evaluate resemblance, privacy no yes no

SDNist [29] Python package for evaluation resemblance, utility, privacy no yes no
Anonymeter [30] Python package to evaluate privacy privacy no no no
SynthGauge [31] Python package utility, privacy no no no
synthpop [32] R library utility no no no
Gretel.ai [33] Dashboard to generate and summary 

evaluate
resemblance, privacy yes yes no

SynthEval [34] Python package for evaluation resemblance, utility, privacy no no no
Synthcity [35] Python package for evaluation resemblance, utility, privacy no no yes
SynthCheck [26] Python package for evaluation resemblance, utility, privacy yes yes no
SynthRO (our proposed tool) Python package for evaluation and 

benchmarking
resemblance, utility, 
privacy

yes yes yes
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can adapt to evolving evaluation criteria, maintaining its 
utility and comprehensiveness over time.

As shown in Fig.  1, the Resemblance section is cat-
egorized into three subsections: Univariate Resemblance 
Analysis (URA), Multivariate Relationships Analysis 
(MRA), and Data Labeling Analysis (DLA). URA assesses 
the preservation of univariate statistical properties from 
the original data within SD, using statistical tests and dis-
tance metrics. MRA determines whether SD replicates 
the original data’s statistical properties in a multidimen-
sional context. In DLA, several classifiers are trained to 
recognize whether the proposed record is original or 
synthetic.

In the Utility section, two approaches are performed:

a)	 “Train on Real Test on Real” (TRTR) approach, 
in which a classifier is trained on a portion of the 
original dataset and then evaluated using a test set 
from the same real dataset;

b)	 “Train on Synthetic Test on Real” (TSTR) approach, 
in which the same classifier is trained on SD but 
tested on real data.

In the end, performance metrics are compared between 
the two approaches.

Finally, privacy preservation is measured in the Pri-
vacy section, with two different analyses: the first analy-
sis is called Similarity Evaluation Analysis (SEA), while 
the second includes simulating two different cyberat-
tacks, i.e. Membership Inference Attack (MIA) and Attri-
bute Inference Attack (AIA). SEA involves computing 

the distance between the original dataset and synthetic 
dataset records. MIA is a simulated attack in which an 
attacker has access to a portion of the original dataset 
and attempts to identify the records that are part of the 
training set used for SDG. In AIA simulation, the attacker 
aims to reconstruct one feature from a partial original 
dataset using ML models trained on a synthetic dataset. 
In general, if reconstruction is inaccurate, it suggests the 
preservation of privacy.

A preliminary description of the metrics implemented 
in the Evaluation section can be found in [26], while a 
detailed description of the procedure followed for com-
parison of synthetic datasets is provided in this article.

Benchmarking algorithm
In this paper, we have implemented the benchmarking 
framework developed by Yan et al. [22] in a specific sec-
tion of the dashboard. All the performance metrics for 
evaluating SD are computed for several synthetic datas-
ets to be compared. Then, for each metric, a ranking list 
based on the value assumed by that specific metric is 
generated: the lower the rank value assigned to the data-
set, the better the performance on the given metric. To 
obtain a final score for the synthetic dataset, a weighted 
sum of all the obtained ranks considering the various 
metrics is performed, where the weights were tailored to 
a specific use case suggested by the authors.

In our platform, the user is allowed to select the rel-
evant metrics to be calculated (see Benchmarking sec-
tion). For each selected metric, a rank is assigned to each 
synthetic dataset (lower is better), and in the case of a 

Fig. 1  Overall schematic diagram of the platform
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tie, the same rank is assigned (see Table 2 for the criteria 
used to assign ranks for each metric).

An upward arrow indicates that the lower the value 
considered, the lower the assigned rank (indicating better 
quality of the synthetic dataset).

Subsequently, as illustrated in Fig. 2, the obtained rank-
ing lists are sorted into the three evaluation categories 
(resemblance, utility, and privacy), and within each cat-
egory, the Cumulative Distribution Function (CDF) is 
calculated for each synthetic dataset, as the fraction of 
cases where the synthetic dataset was ranked in the first k 
positions. Furthermore, for each obtained curve, the area 
under the curve (AUC) has been calculated: the higher 
its value, the better the quality of the synthetic dataset. 
Finally, the calculation of the CDF and its related AUC is 
also performed considering all ranking lists, regardless of 
category.

The platform allows to allocate weights (between 0 
and 1) as the final step of the analysis, to assign differ-
ent degrees of importance to each evaluation category, 
which may vary according to the final goal of the SDG for 
the specific user problem. Weights are organized hier-
archically, as shown in Fig.  3. A different weight can be 
assigned to each evaluation category, but only if at least 
one metric belonging to the considered category has 
been selected. Thus, at most, three different weights can 
be assigned in the first level of the hierarchy, and their 
sum must be equal to 1. The second level of the hier-
archy includes the single selected metrics, divided by 
evaluation category. The values assumed by the weights 
are always between 0 and 1 but should be interpreted 
as a percentage of the value set in the main category: 
for example, if three resemblance metrics have been 
chosen and a weight of 0.6 has been assigned, while the 
three metrics have been assigned values of 0.5, 0.2, 0.3, 
they should be interpreted as 0.5*0.6 = 0.3, 0.2*0.6 = 0.12, 
and 0.3*0.6 = 0.18, respectively. At both levels, when 
the value of a weight is modified, the others will adjust 

accordingly to satisfy the sum constraint: using the previ-
ous example with values at the second level, if the first 
value is changed from 0.5 to 0.6, there will be a nega-
tive deviation in the sum of weights 1-(0.6 + 0.2 + 0.3)=-
0.1, this difference will be equally distributed among the 
weights of the two unchanged metrics − 0.1/2=-0.05, so 
the adjusted value for the second and third metrics will 
be 0.2 − 0.05 = 0.15 and 0.3 − 0.05 = 0.25, respectively. Fur-
thermore, it is possible to lock the value of a metric, pre-
venting it from being considered in the automatic update 
of weights. Finally, once the weights have been selected, 
the weighted final score is calculated as follows: all the 
ranks in the ranking list of a metric will be multiplied by 
their respective weight, and then, for each synthetic data-
set, all the weighted ranks assigned to it will be summed. 
Again, the lower the value, the higher the quality of the 
synthetic dataset.

Parallel computing
The various metrics and analyses implemented in the 
platform have to be calculated for all synthetic datas-
ets uploaded to the platform whenever requested by the 
user. This can potentially slow down obtaining results if 
the datasets are processed sequentially. To address this, 
the Python package “multiprocessing”, which provides 
support for parallel execution of tasks by spawning multi-
ple processes and facilitates the management of multiple 
worker processes, is used to manage the calculation of 
various metrics for different datasets in parallel, thereby 
obtaining the desired results in less time.

Results
Use case
To validate the platform, we analyzed five synthetic 
datasets: three SD obtained using the HealthGAN SDG 
method implemented by Yale et al. [22], which consists 
of a modified version of a GAN; one SD was obtained 
using SDV method described in [38], in which SD are 

Table 2  Implemented criteria for assigning ranks in a ranking list, divided by metric
Metrics Categorization Low Rank Criteria
Resemblance URA Numerical tests % accepted features ↑

Categorical tests % rejected features ↑
Distance metrics Average distance ↓

MRA Correlation matrices Average matrices difference ↓
Contingency tables Average tables difference ↓
Principal Component Analysis RMSE real vs. synthetic ↓

DLA Average F1 score ↓
Utility TRTR vs. TSTR Average F1 scores difference ↓
Privacy SEA Cosine similarity Average distance ↓

Euclidean distance Average distance ↑
Hausdorff distance Average distance ↑

MIA Accuracy ↓
AIA Accuracy ↓ RMSE ↑
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Fig. 2  Example of the workflow for generating ranking lists and CDF curves. In the figure, the user has selected three resemblance metrics (blue squares), 
one utility metric (gray square), and two privacy metrics (green squares). Therefore, the generated ranking lists total 3 + 1 + 2 = 6, while the number of CDF 
curves depends on the number of synthetic datasets uploaded
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generated by applying statistical learning approach; the 
last SD is produced by sampling the univariate distribu-
tion of each feature (Baseline method).

The original dataset selected for training the genera-
tive model is extracted from the MIMIC-II dataset. This 
dataset [39] includes vital signs and diverse clinical data 
from 12,000 Intensive Care Unit (ICU) patients. For each 
patient, up to 42 variables were recorded at least once 
during the first 48  h after ICU admission. Aggregated 
features were obtained as detailed in [40], followed by 
the removal of features with at least 70% missing values. 
The resulting dataset comprises 109 features and 6,000 
records, some of which contain missing values. Prior to 
generating SD, the dataset was split into a training set 
(80%) and a test set (20%). To address the missing data, 
the MICE (Multivariate Imputation by Chained Equa-
tions) method [41] was used.

As illustrated in Fig. 1, the SynthRO dashboard is com-
posed of three main sections for (i) loading synthetic 
data, (ii) evaluating them across different metrics, and 
(iii) benchmarking the results. The latter section allows 
users to assess the overall quality of the synthetic data 
according to their planned use and deployment.

Loading data section
In this section, the user has to upload, through the inter-
face, the original dataset used in the SDG phase. Unlike 
[26], the platform offers the possibility to upload multiple 
synthetic datasets simultaneously (derived from the same 
original dataset), in case the user would like to perform 
a comparative analysis of different generation methods 
or perform a stability analysis of a single method. The 
datasets to be uploaded must be in Comma Separated 
Values (CSV) format, and once uploaded to the platform, 

Fig. 3  Overview of the final score calculation with weighted metrics. For each synthetic dataset, the score is obtained by summing the ranks, contained 
in the various ranking lists, multiplied by the weights assigned to each metric
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an illustrative table of the uploaded data will be shown 
(see Fig. 4a-b). Note that, since the application is installed 
locally, the uploading of data onto the platform does not 
imply that data is shared over the network.

Furthermore, in this section, the user must specify the 
data type (numerical/categorical) of each feature in the 
uploaded datasets. As shown in Fig. 4c, this can be done 
by: (i) uploading a CSV file in which, for each feature 
name, a label is provided indicating whether it is “numer-
ical” or “categorical”; (ii) directly from the user interface, 
by manually specifying the type of each feature using 
dropdown menus, whose values are initialized through 
an automatic detection process that relies on the data 
type identified by Python package “pandas” at the time 
of loading the original dataset and the count of unique 
values assumed by the features. This step is necessary, as 
some of the implemented metrics are calculated consid-
ering only one type of data or their output may be differ-
ent depending on the type considered.

Evaluation section
After the users have uploaded the data, they are able to 
carry out the evaluation of the synthetic data’s quality. 
This process comprises three panels, each performing a 
distinct quality analysis between resemblance, utility and 
privacy aspect. A preliminary description of the Evalua-
tion components can be found in [26].

Since the platform allows for evaluation of multiple 
synthetic datasets, each section for visualizing the results 
obtained from a specific analysis is organized in a tabbed 
interface: for each synthetic dataset, there is a tab con-
taining the output of a single metric (tables, figures, etc.). 
This applies to all panels related to the Evaluation section.

From the navigation bar at the bottom, the user can 
explore the various sections implemented: (i) from the 
Resemblance dropdown, three different subsections can 
be accessed (URA, MRA and DLA panels); (ii) in the 
Utility panel, the TRTR and the TSTR approaches are 
implemented; (iii) the Privacy dropdown includes all the 
analysis performed for privacy evaluation organized in 
three different subsections (SEA, MIA and AIA panels).

In addition, each panel allows the user to download a 
detailed report containing the graphs and/or tables dis-
played within that specific panel.

Benchmarking section
This section can be accessed by the user at any time, after 
data loading, without the need to perform analyses pres-
ent in the single metric evaluation sections. The Bench-
marking section consists of a series of panels that will 
appear to the user as they progress in the analysis.

Initially, the user must choose the relevant metrics 
for ranking by selecting them via various checkboxes 
available in the three tabbed interfaces, one for each 

evaluation category (resemblance, utility and privacy). 
Once the metrics are chosen, the analysis can proceed 
by pressing a specific button. This section will always be 
available, even as the analysis progresses, allowing the 
user to view the selected metrics and make any additions 
or deselections. In the example shown in Fig. 5, the fol-
lowing metrics were selected: numerical and categorical 
statistical tests (from the URA-Resemblance tab), corre-
lation matrices and contingency tables (from the MRA-
Resemblance tab), TRTR-TSTR approaches (from the 
Utility tab), and finally, the simulation of MIA and AIA 
cyberattacks (from the Privacy tab). Based on these met-
rics, the five uploaded synthetic datasets were compared.

If the user has selected metrics that require additional 
data and information for their computation, a second 
section will allow them to add the required information; 
the analysis will not proceed until the user has filled in 
all necessary fields. In case no further details need to be 
specified, the platform will directly display the last sec-
tion with the obtained results. This last section com-
prises: (i) a section showing the ranking of synthetic 
datasets divided by evaluation category (see Fig. 5b-c-d); 
(ii) a section displaying the overall ranking, considering 
all the selected metrics to which the same “weight” is 
assigned (see Fig.  5e); (iii) a section where the user can 
adjust the weight assigned to each previously selected 
metric and see how the ranking of synthetic datasets 
changes.

Synthetic dataset 1: Baseline, Synthetic dataset 2-3-4: 
HealthGAN, Synthetic dataset 5: SDV.

Specifically, the latter section contains several sliders 
(see Fig.  6): if at least one metric in an evaluation cate-
gory has been selected, a slider will be available to modify 
the weight assigned to that specific category (as shown 
in Fig. 6a, there are three sliders for resemblance, utility 
and privacy); in addition, each subcategory will have its 
slider to allow the user to adjust the weight of individual 
subcategories within the main category (see Fig.  6b-c-
d). The values assumed by the sliders range from 0 (low 
“importance”) to 1 (high “importance”), although if the 
constraint on the sum of the weights is not satisfied (see 
Benchmarking algorithm section), the value of the slider 
and/or the others will be automatically adjusted. Addi-
tionally, the user has the option to lock the value of one 
or more sliders (at least two must remain unlocked).

Synthetic dataset 1: Baseline, Synthetic dataset 2-3-4: 
HealthGAN, Synthetic dataset 5: SDV.

Once the user has assigned the desired weights, the 
result of the new ranking will be displayed after press-
ing a specific button. Here the user can decide whether 
to change the weights further or start a new analysis by 
changing the selected metrics.

In Fig. 7, four results obtained by modifying the weights 
assigned to the various selected metrics are presented. 
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Fig. 4  (a) Section for uploading the real dataset and a summary table of the uploaded dataset. (b) Section for uploading the synthetic datasets with asso-
ciated summary tables organized in a tabbed interface. (c) Section for specifying the types (numerical/categorical) of each feature, where a file containing 
this information can be uploaded or the type can be selected directly from the table
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Fig. 5  Overview of the results section obtained through benchmarking analysis. (a) Tabbed interface for metrics selection. (b) Tables of the ranks as-
signed to the synthetic datasets for each resemblance metric and CDF plots obtained by considering only the resemblance metrics. (c) Table of the ranks 
assigned to the synthetic datasets for utility. (d) Tables of the ranks assigned to the synthetic datasets for each privacy metric and CDF plots obtained by 
considering only the privacy metrics. (e) CDF plots obtained by considering all metrics and a table reporting the AUC
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Fig. 6  Detail of the interface section where the user can modify the weights assigned to the metrics. (a) Main sliders for resemblance, utility, and privacy. 
(b) Secondary sliders for the resemblance metrics (in the example, four resemblance metrics were selected). (c) Secondary slider for utility (currently, only 
one utility metric is implemented on the platform). (d) Secondary sliders for the privacy metrics (in the example, the two cyberattacks MIA and AIA were 
selected)
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In Fig. 7a, a greater weight was assigned to resemblance 
metrics (0.8) compared to utility (0.15) and privacy (0.05) 
metrics; in this case, the platform recommends the use of 
synthetic dataset 2 (one of those generated with Health-
GAN method), as its final score is the lowest. Different 
results can be obtained by changing the weight of other 
metrics, as shown in Fig.  7c (higher weight for utility) 
and Fig.  7d (higher weight for privacy). As previously 
explained, the weights of individual metrics can be also 
adjusted, as in the case shown in Fig. 7b, where, among 
the four resemblance metrics selected for the analysis, 
those evaluating the preservation of similarity in a multi-
variate context were prioritized.

Synthetic dataset 1: Baseline, Synthetic dataset 2-3-4: 
HealthGAN, Synthetic dataset 5: SDV.

The computational time required for the various analy-
ses depends not only on the size of the two datasets but 
also on the selected metrics. Generally, univariate met-
rics require less time compared to multivariate ones. To 
obtain the illustrated results, a computer with a 12th Gen 
Intel(R) Core(TM) i7-12650  H processor was used, and 
the time taken was 2 min and 30 s.

Report generation
A useful feature available in the dashboard is the ability 
to save the results of the analyses in Portable Document 

Format (PDF) files, which can be downloaded by the user. 
These reports are available in both the Evaluation sec-
tion and the Benchmarking section by clicking a button 
located in the navigation bar. The reports contain tables 
and graphs obtained as results of a specific analysis. As 
an example, in the Supplementary materials, Fig.S1 illus-
trates a report available after performing a benchmarking 
analysis.

Usability study
We employed the SUS to assess users’ experiences with 
our dashboard. The SUS is a standardized questionnaire 
comprising ten questions, developed by John Brooke 
[27], that allowed us to derive an overall score for per-
ceived usability. Due to the multidisciplinary nature of 
this process, employing the SUS proved particularly 
advantageous. It facilitated an examination of non-
expert users’ autonomy and enabled the identification of 
challenges encountered by expert users. We recruited a 
diverse group of participants, categorized into experts 
(e.g., computer scientists, developers) and non-experts 
(e.g., medical professionals, legal experts). A total of 
seven participants were enrolled in the study, comprising 
four experts and three non-experts, with three males and 
four females. Further details can be found in the Supple-
mentary materials.

Fig. 7  Final weighted scores obtained by changing the weights assigned to the different metrics. (a) Case study where a greater weight was assigned to 
resemblance (0.8) compared to utility (0.15) and privacy (0.05). (b) Similar to the previous case study but with modified weights for single resemblance 
metrics, prioritizing multivariate ones. (c) Case study where more importance was given to utility (0.7) compared to resemblance (0.2) and privacy (0.1). 
(d) Case study in which privacy (0.5) and utility (0.4) were prioritized at the expense of resemblance (0.1)
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The tool received an average SUS score of 83.93 (with 
a standard deviation of 8.76), which is a strong indicator 
of high usability. The results obtained by analyzing the 
two user categories separately show an average SUS score 
of 84.38 (standard deviation 8.26) for expert users, and 
83.33 (standard deviation 11.27) for non-expert users.

Conclusions
The exponential growth in patient data collection offers 
unprecedented opportunities to address critical medi-
cal questions. However, the accessibility of this data for 
research purposes is significantly hindered by privacy 
concerns. SD, which replicates the main statistical prop-
erties of real patient data, has emerged as a promising 
alternative to mitigate these concerns.

Despite its potential, the lack of standardized evalua-
tion metrics presents a significant challenge in selecting 
appropriate SDG methods. In response to these chal-
lenges, we developed SynthRO, a user-friendly software 
designed to benchmark health synthetic tabular data 
across various contexts.

SynthRO provides accessible quality evaluation metrics 
and automated benchmarking, enabling users to deter-
mine the most suitable SDG models for specific appli-
cations by prioritizing metrics and providing consistent 
quantitative scores. SynthRO represents a step forward 
in the benchmarking and quality assurance of synthetic 
health data. By providing a comprehensive, user-friendly 
tool that incorporates a wide range of evaluation met-
rics, SynthRO enhances the utility and reliability of SD 
in healthcare research. Nowadays, the literature offers 
numerous methods for generating synthetic datasets, 
including in clinical contexts. Therefore, it is crucial that 
users who wish to utilize synthetic data in their research 
and development projects have the possibility to eas-
ily and clearly compare the various generative methods 
available in the literature. By assigning different levels of 
importance to various quality evaluation criteria, users 
can investigate which generative method is best suited 
for a given synthetic data usage scenario.

We have demonstrated the software’s capabilities in 
analyzing synthetic datasets using various methods, 
including baseline, HealthGAN and SDV. In particu-
lar, we have shown how adjusting the weights to priori-
tize one metric (utility) over another (privacy), and vice 
versa, can lead to the selection of different generative 
approaches. Even within the same method, these adjust-
ments can result in prioritizing one dataset over another. 
These scenarios demonstrate how SynthRO can be 
applied to enhance data utility while addressing issues of 
privacy and data scarcity across various domains.

We also conducted a usability study to demonstrate the 
software’s usability, involving users with varying levels 
of expertise, both experts and non-experts. The results 

indicate higher usability among expert users, suggest-
ing that less experienced users may benefit from a brief 
preliminary training to fully utilize the tool’s capabilities. 
This reflects the multidisciplinary nature of the process, 
where two distinct levels of expertise emerge: on the one 
hand, the technical expert, who understands the met-
rics but may lack domain-specific knowledge, and on 
the other, the domain expert, who understands the field 
of application but may not be as familiar with technical 
tools. Overall, the software achieved a high SUS score 
(83.93), which, according to the guidelines [42, 43], is an 
excellent result, exceeding the threshold of 68. This score 
confirms the robustness of the system from a general 
usability perspective, while also emphasizing the impor-
tance of seamless integration between technical and clin-
ical expertise.

As with other state-of-the-art software tools [35], Syn-
thRO can be applied to several use cases in the biomedi-
cal domain. It can serve to benchmark various generative 
models to rebalance and improve prognostic scores com-
puted from EHR or biobanks, to enable data combina-
tion for federated learning approaches and applied ML 
models at patient level. The opportunity to leverage high-
quality SD within a large research network paves theway 
to develop more accurate models at individual level and 
to better assess their reliability [44] via pointwise evalu-
ations. This is of particular interest in order to address 
emerging conditions about fairness and underrepre-
sented populations.

Robust tools that can be easily used to enhance SD 
quality and reliability facilitate more effective and ethical 
use of SD. As importantly noted in [37], future research 
should continue to expand on these efforts, ensuring that 
SD evaluations remain robust, fair, and environmentally 
responsible.

Our implementation of a benchmarking framework for 
the quality assurance of synthetic tabular data for health-
care can support effective communication and prepara-
tion for real-life model implementation. Differently from 
current tools, the easily accessible GUI provided by Syn-
thRO allows users to visualize comparison results in a 
dashboard-style interface. This enables even non-expert 
users to evaluate the quality of SD across different con-
texts and in relation to its intended use, which is crucial 
for the deployment of final models.

Furthermore, SynthRO is structured in a modular 
way, which will allow it to easily add novel metrics to 
the benchmarking procedures and address key gaps in 
the current literature regarding the evaluation of SD. 
Future development will focus on expanding SynthRO’s 
capabilities to include the evaluation of temporal data 
and images, further enhancing its applicability in health-
care research. Additionally, given the modularity of the 
dashboard, a section preceding the synthetic dataset 
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evaluation could be included, where various generative 
methods are implemented. This would allow users to 
generate and evaluate synthetic datasets using the same 
tool or when the evaluation metrics require repeated 
sampling from a SDG model [45]. Lastly, it may be ben-
eficial to implement multi-user and session support in 
a scenario where the application is hosted on-premise 
within an institution to facilitate the evaluation of SD. 
SynthRO’s framework promotes a standardized approach 
to these evaluations, ensuring more consistent, reliable, 
and reproducible results. By incorporating these ele-
ments, SynthRO not only advances the field of SD evalu-
ation but also aligns with the broader goals of reliability 
and fairness in AI and ML applications in healthcare.
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