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Abstract 

Polycystic Ovarian Disease or Polycystic Ovary Syndrome (PCOS) is becoming increasingly communal among women, 
owing to poor lifestyle choices. According to the research conducted by National Institutes of Health, it has been 
observe that PCOS, an endocrine condition common in women of childbearing age, has become a significant con-
tributing factor to infertility. Ovarian abnormalities brought on by PCOS carry a high risk of miscarriage, infertility, car-
diac problems, diabetes, uterine cancer, etc. Ovarian cysts, obesity, menstrual irregularities, elevated amounts of male 
hormones, acne vulgaris, hair loss, and hirsutism are some of the symptoms of PCOS. It is not easy to determine PCOS 
because of its different combinations of symptoms in different women and various criteria needed for diagnosis. 
Taking biochemical tests and ovary scanning is a time-consuming process and the financial expenses have become 
a hardship to the patients. Thus, early prognosis of PCOS is crucial to avoid infertility. The goal of the proposed work 
is to analyse PCOS symptoms based on clinical data for early diagnosis and to classify into PCOS affected or not. To 
achieve this objective, clinical features dataset and ultrasound imaging dataset from Kaggle is utilized. Initially 541 
instances of 45 clinical features such as testosterone, hirsutism, family history, BMI, fast food, menstrual disorder, risk 
etc. are considered and correlation-based feature extraction method is applied to this dataset which results in 17 
features. The extracted features are applied to various machine learning algorithms such as Logistic Regression, 
Naïve Bayes and Support Vector Machine. The performance of each method is evaluated based on accuracy, preci-
sion, recall, F1-score and the result shows that among three models, Support Vector Machine model achieved high 
accuracy of 94.44%. In addition to this, 3856 ultrasound images are analysed by CNN based deep learning algorithm 
and VGG16 transfer learning algorithm. The performance of these models is evaluated using training accuracy, loss 
and validation accuracy, loss and the result depicts that VGG16 outperforms than CNN model with validation accuracy 
of 98.29%.

Keywords  Polycystic ovary syndrome, VGG16, Transfer learning, Machine learning, CNN, Deep learning, Ultrasound 
images, Clinical features

*Correspondence:
Temesgen Engida Yimer
Temesgen.engida@du.edu.et
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12911-024-02688-9&domain=pdf


Page 2 of 22Shanmugavadivel et al. BMC Medical Informatics and Decision Making          (2024) 24:281 

Introduction
Five percent to ten percent of females between the ages 
of 18 and 44 suffer from polycystic ovarian syndrome 
(PCOS), a gynaecological endocrine disorder [1]. A men-
strual cycle that is delayed or non-existent is the result of 
this hormonal imbalance. Many of the painful, unpleas-
ant, and surprising symptoms of PCOS are also associ-
ated with unattractive and unfeminine culturally defined 
characteristics. In the ovaries, PCOS causes aberrant fol-
licular growth that is prematurely terminated and never 
matures. This anomaly, which is the first indication of 
PCOS, is one of the reasons why people struggle to con-
ceive. There is no single test that can be used to under-
stand and diagnose PCOS. Instead, clinicians must rely 
on symptoms, blood tests and in certain cases, ultra-
sound scan, which provide information like the num-
ber of follicles and each follicle size to identify whether 
a person has polycystic ovarian syndrome. While the 
exact origins of PCOS are unknown, research shows that 
it is mostly hereditary. It is a very unpredictable ailment 
because there is no apparent pattern for this medical 
condition [2]. Both women and doctors struggle with the 
time and expense required for numerous medical tests 
and scans. A woman is reported to have PCOS if exhib-
its any one of the symptoms like increased androgen 
levels or polycystic ovaries, according to the Rotterdam 
guidelines or criteria [3]. According to the research con-
ducted by MedlinePlus (https://​medli​neplus.​gov/​genet​
ics/​condi​tion/​polyc​ystic-​ovary-​syndr​ome/), when one or 
both ovaries have 12 or more follicles, or when the ovary 
is larger than 12  cm, a woman is said to have polycys-
tic ovaries and is therefore infected with this condition. 
To accurately forecast this problem, the doctor usually 
counts the number of follicles present in the ovaries from 
the ultrasound images in a manual manner. Furthermore, 
determining whether the women having PCOS or not is a 
time-consuming process and since this is sensitive issue, 
high level of accuracy is also expected.

Although there is a lot of evidence that PCOS has a role 
in disturbing reproductive health, there is little study on 
how to detect PCOS in women at an early stage. Unlike 
other disorders that may be predicted based on hered-
ity, doctors are unsure who will develop PCOS and who 
will not. PCOS symptoms can be indicators, but just 
because you have them doesn’t indicate you have PCOS. 
As a result, doctors are prone to overlooking PCOS. If a 
woman has excessive acne and visits a dermatologist, she 
is unlikely to inquire about other issues such as missed 
periods. Seeing a doctor, such as an OBGYN, who will 
understand all your symptoms and make the right diag-
nosis, is the best method to acquire a diagnosis. Blood 
tests and even an ultrasound to look for ovarian cysts are 
commonly used to diagnose PCOS. PCOS can become 

a major problem if left untreated. All the symptoms that 
women experience can lead to cancer, acne scars, and 
heart disease, among other things. Sleep apnea and infer-
tility are two other health issues to consider. PCOS has 
several dangers linked with it. Therefore, it is crucial to 
check individuals early to limit any serious effects of the 
disease. For early-stage PCOS identification and predic-
tion, the currently available techniques and treatments 
are insufficient. Early detection and treatment are essen-
tial because PCOS has additional side effects that can be 
avoided with small lifestyle changes, such as type 2 diabe-
tes or cardiovascular issues. This PCOS problem among 
women leads to early pregnancy miscarriages, struggle 
with infertility, and in rare cases, develop gynaecologi-
cal cancer, this early detection also lessens the risks con-
nected with the condition.

PCOS can be identified from ovarian ultrasound pic-
tures using a machine learning model called PCONet 
that employs a Convolutional Neural Network (CNN) 
[4]. They also fine-tuned a pre-trained model called 
InceptionV3 for the same task using transfer learning. 
The performance evaluation shows that PCONet had 
98.12% accuracy. An application is developed by Pur-
nama et  al.to classify PCOS by identifying follicles in 
ultrasound images [5]. Applying low pass filters, equating 
the histogram, binarizing the image, and employing mor-
phological techniques to produce binary follicular images 
are all steps in the preparation stage. Using edge detec-
tion, labelling, and cropping are all steps in the segmen-
tation process. The feature extraction stage uses Gabor 
wavelets to extract texture information from the cropped 
images, resulting in the production of two datasets for 
classification.

Three alternative techniques are used in the classifica-
tion stage: a neural network, KNN and SVM classifiers 
using an RBF kernel in [6]. Among all the models, SVM 
model on C = 40 achieved the best accuracy of 82.55% 
on one dataset and 78.81% on the other. Further a sys-
tem was developed by Dewi et al. [7] for detecting PCO 
in women’s reproductive systems using feature extraction 
and a Competitive Neural Network (CNN). Currently, 
a gynecologist must perform PCO detection manually, 
which takes longer and requires a high degree of accu-
racy. The system created in this research extracts fea-
tures from ultrasound images using the Gabor Wavelet 
approach, and then it uses a CNN to classify the images 
according to predetermined attributes. A system test 
yielded an accuracy of 80.84% and a CPU time of 60.64 s 
for the CNN.

From the above observations, either clinical features or 
ultrasound images alone do not provide accurate classifi-
cation of PCOS. The objective of this research work is to 
detect whether the patient is affected or not by utilizing 

https://medlineplus.gov/genetics/condition/polycystic-ovary-syndrome/
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the models trained by both clinical features and ultra-
sound images. The proposed research work utilizes vari-
ous machine learning models for analysing clinical data. 
Deep leaning approaches as mentioned in [8, 9] known 
as Convolutional Neural Network (CNN) based image 
classification and VGG-16 pre-trained transfer learn-
ing model are used to analyse ultrasound images further. 
These approaches will be utilised to shorten the time it 
takes to predict PCOS with improved accuracy, reduc-
ing the risk of deadly consequences that can occur when 
diagnosis is delayed.

The ovaries, which are positioned in the uterus, are an 
important element of the female reproductive system. 
Women have two ovaries, which produce eggs and emit 
oestrogen and progesterone hormones. An egg matures 
in a pod called a follicle during a woman’s menstrual cycle 
and it can be seen within the ovaries. This follicle or pod 
normally splits open and then discharge an egg. How-
ever, if the process is not done properly, the fluid which 
is available in the ovary can develop a cyst, resulting as 
polycystic ovaries. Many women may develop Polycys-
tic Ovary Syndrome because of this hormonal imbal-
ance. According to a study by the PCOS Society, one in 
ten women in India have polycystic ovarian syndrome 
(PCOS), a common endocrine system among women. Six 
adolescent girls are diagnosed with PCOS for every 10 
women who have it. In 1935, PCOS was first identified. 
But in India, the problem continues to be poorly under-
stood in general and usually stays unreported for years. 
This condition is estimated to afflict roughly 10 million 
women worldwide. The prevalence of PCOS is estimated 
in a range between 3 and 10%, but it is unknown which 
subpopulations, based on place of residence and race/
ethnicity, are affected. According to a study conducted by 
the AIIMS endocrinology and metabolism department, 
20–25% of Indian women of reproductive age have PCOS 
issues. 60% of PCOS-afflicted females are overweight, but 
35–50% also has fatty livers. According to studies, PCOS 
was discovered to be common in 9.13% of women in 
South India and 22.5% of women in Maharashtra. Many 
aspects of the illness are still unclear due to the consider-
able variation in its symptoms and severity.

In general, 5–10% of women worldwide is suffered 
by PCOS which is a prevalent endocrine condition and 
a primary cause of persistent menstrual disorders and 
infertility [10]. Women with PCOS have high quantities 
of male hormones and low levels of female hormones, 
causing their menstrual cycle to vary. The ovaries enlarge 
with PCOS, and there are often many small cyst forma-
tions termed immature follicles. Menstrual irregularities, 
symptoms of hyperandrogenism such as acne, hirsutism, 
hair loss, and infertility are all signs of PCOS. PCOS has 
also been leads other persistent health issues like heart 

disease, obesity, infertility, uterine cancer, and diabetes. 
Studies show that most women will experience at least 
one cyst at some point in their lives. Cysts are frequently 
silent, which makes it challenging to diagnose because 
they don’t show any symptoms. Although the precise 
aetiology of PCOS is unknown, it is believed that sev-
eral factors can affect it. Hormonal abnormalities such 
as high levels of androgens, Luteinizing Hormone (LH), 
and normal or repressed Follicle Stimulating Hormone 
(FSH) are the main contributors to the unbalanced LH/
FSH ratio (FSH). The clinical signs of hyperandrogenism 
are also associated with insulin resistance and hyperin-
sulinemia. It is unclear what factors put women at risk 
for developing PCOS. However, it has been noted that in 
certain cases, the condition may have a genetic basis and 
that many lifestyle factors, including obesity, increase the 
chance of developing PCOS and hyperinsulinemia [11]. 
Numerous published studies look into the prevalence and 
common clinical parameters of PCOS in various regions. 
But none that explain the link between some of these 
factors and PCOS. Some researchers have tried to com-
prehend the factors that contribute to the development 
of PCOS and to estimate the risk associated with it to 
recognise and track the symptoms of PCOS at an earlier 
stage and to prevent further problems. PCOS is difficult 
to diagnose because of the many symptoms, gynaeco-
logical, clinical, and metabolic markers involved [12]. 
Patients with PCOS are now burdened by the length of 
time needed for various clinical tests and ovarian scans, 
as well as the associated expenses. This is a major factor 
in why women initially disregard the signs of PCOS and 
later experience its effects. Not everyone can afford to get 
tested or scanned [13].

It discovered patterns in collected clinical data identify-
ing individuals with Metabolic Syndrome using machine 
learning technologies [14]. This method was based on 
attribution rules, a type of rule that is easy to under-
stand for medical professionals who aren’t specialists in 
statistics or meta-analysis. Ningyi Zhang et al. presented 
DeepGP, deep learning technique, convolutional neural 
networks and graph convolutional networks, with the 
purpose of discovering susceptible genes in five endo-
crine illnesses, including POS. Ten cross-validations were 
performed on an integrated reported dataset to calculate 
the efficiency of the method [15].

Tan J et al. stated that the presence of PCOS may have 
an impact on the participants’ mental health, which could 
be linked to psychiatric difficulties among such patients 
because of their inability to conceive [16]. Depression 
and anxiety were found to be present in 27.5% and 13.3% 
of PCOS patients, respectively, compared to 3.0% and 
2.0% in control subjects. The research stated that existing 
research on numerous environmental factors suggests 
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that the various ecological toxins, diet plans, food habits, 
and geographical location may play an important role in 
deteriorating reproductive health [17].

The joint use of myo-inositol and d-chiro-inositol ther-
apy on PCOS patients was studied and the authors found 
that there is a decline in body weight, a rise in blood 
SHBG, and changes in the levels of FSH, LH, and insu-
lin. Furthermore, after 6 months of treatment, the serum 
glucose level in the OGTT was reduced [18]. To assess 
the PCOS problem and quality of life in Pakistan, Around 
500 Women of reproductive age who visited the gynae-
cology in Islamabad were studied in detail for PCOS. A 
checklist was created to find symptoms, such as prob-
lems, illogical or under-prescription medication [19–21].

Using a stacking ensemble machine learning tech-
nique, Suha et  al. identified the photos as either PCOS 
or non-PCOS. A bagging or boosting ensemble model 
was employed as a meta-learner, and conventional mod-
els served as base learners [22]. To extract characteristics 
from the photos, a Convolutional Neural Network was 
created by combining many approaches using transfer 
learning [23]. They found that using the trained VGG16 
technique as a feature extractor and the XGBoost model 
as an image classifier yielded the best results, with a 
99.89% classification accuracy.

P. Chauhan et  al. stated that machine learning tech-
niques should be used to create an application for early 
PCOS prediction. Using Google Colab and Python, the 
required dataset is produced and refined by conducting 
a survey [24, 25]. The Gini coefficient is used to deter-
mine the trait’s relevance. Several machine learning 
approaches are used for classification process. According 
to ChaobaKshetrimayum et  al., PCOS can be identified 
based on and changes in the target tissue separation pro-
cess during foetal expansion, metabolic disorders, prena-
tal and postnatal coverage as well as lifestyle and dietary 
factors later in life [26].

Sun et al. discussed that acupuncture with metformin 
can be used to treat PCOS problem in [27]. In that clini-
cal trials are screened by performing meta-analysis. 
Ultrasonography parameters are utilized by Gyliene et al. 
in [28]. A review of recent advancements to detect PCOS 
based on symptoms was discussed in [29]. Combination 
of metformin with pioglitazone was used to treat PCOS 
problem was analysed in [30]. Details of applying phar-
macotherapy and clinical features to diagnose PCOS are 
discussed in [31]. An observational study about various 
prediction models for PCOS detection are discussed in 
[32]. A population-based cohort study was conducted by 
Linda et al. in [33].

Using a stacking ensemble machine learning tech-
nique, Suha et  al. identified the photos as either PCOS 
or non-PCOS. A bagging or boosting ensemble model 

was employed as a meta-learner, and conventional mod-
els served as base learners [22]. To extract characteristics 
from the photos, a Convolutional Neural Network was 
created by combining many approaches using transfer 
learning [23]. They found that using the trained VGG16 
architectures for feature extractor and the XGBoost 
model as an image classifier yielded the best results, 
with a 99.89% classification accuracy. Compared to other 
machine learning methods already in use, this strategy 
greatly increased accuracy while shortening training 
execution time. Currently, there is no definitive objec-
tive test for diagnosing PCOS, and it can be difficult to 
diagnose based on ultrasound images alone, as it requires 
manual tracing and measurement of follicles. This issue 
is addressed using machine learning techniques to auto-
matically diagnose PCOS from ultrasound images. The 
proposed method uses a KNN classifier and produces 
an accuracy of 97% in classification. This could poten-
tially save time, improved PCOS diagnoses accuracy and 
reduced the complications that can result from delayed 
diagnosis. The following Table  1 represents existing 
approaches using machine learning and deep learning 
models for PCOS detection. Using a stacking ensem-
ble machine learning technique, Suha et  al. identified 
the photos as either PCOS or non-PCOS. A bagging 
or boosting ensemble model was employed as a meta-
learner, and conventional models served as base learners 
[22]. To extract characteristics from the photos, a Convo-
lutional Neural Network was created by combining many 
approaches using transfer learning [23]. They found that 
using the pre-trained VGG16 for feature extraction and 
the XGBoost model as an image classifier yielded the best 
results, with a 99.89% classification accuracy.

Despite its widespread occurrence, diagnosing PCOS 
remains a complex process due to several key challenges. 
Firstly, the syndrome presents a wide range of symptoms, 
which vary significantly from one individual to another. 
While some women exhibit pronounced symptoms like 
irregular menstruation and excessive androgen levels, 
others may have more subtle manifestations, complicat-
ing timely detection. The overlap of PCOS symptoms 
with other conditions, such as hypothyroidism and 
adrenal hyperplasia, further contributes to diagnostic 
ambiguity.

Table 1  PCOS clinical dataset statistics

Clinical Dataset PCOS Infected PCOS Not 
infected

Total

Training Data 142 291 433

Test Data 35 73 108

Total 177 364 541
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In addition, there is no single test for PCOS. Diag-
nosing the condition typically requires a combination 
of clinical evaluations, hormone level assessments, and 
ultrasound imaging to identify the number of ovarian fol-
licles or enlarged ovaries. This multifaceted approach is 
often time-consuming, expensive, and can vary in accu-
racy depending on the clinician’s expertise. The man-
ual counting of ovarian follicles using ultrasound, for 
instance, can be inconsistent and labor-intensive, intro-
ducing variability in diagnosis.

Another significant challenge lies in the limited aware-
ness and understanding of PCOS among both patients 
and healthcare providers. Many women with early-stage 
PCOS do not seek medical advice until they face issues 
related to infertility, by which point the condition may 
have progressed. Misdiagnosis or delayed diagnosis can 
also occur, as some healthcare providers may focus on 
isolated symptoms rather than recognizing the broader 
syndrome.

Given these diagnostic hurdles, there is a pressing need 
for improved methods that can provide early, accurate, 
and cost-effective diagnosis of PCOS. Addressing these 
challenges is crucial for reducing the risk of complica-
tions such as infertility, metabolic syndrome, and car-
diovascular diseases, which are often associated with 
untreated PCOS.

Technological advancements
Technological advancements in healthcare have signifi-
cantly improved the early detection and prognosis of Pol-
ycystic Ovary Syndrome (PCOS), enabling more accurate 
and timely diagnoses. One of the key breakthroughs is 
the integration of artificial intelligence (AI) and machine 
learning (ML) into medical diagnostics. These tech-
nologies allow for the analysis of large, complex data-
sets, identifying patterns and correlations that are often 
missed through traditional diagnostic methods. Machine 
learning algorithms, for instance, can process clinical 
data, such as hormone levels and ultrasound images, to 
predict the likelihood of PCOS, even in its early stages.

Deep learning, a subset of machine learning, has 
further advanced the capabilities of diagnostic tools, 
particularly in image analysis. Convolutional Neural Net-
works (CNNs), a type of deep learning architecture, have 
proven highly effective in analyzing medical images, such 
as ultrasounds used in detecting ovarian abnormalities 
in women with PCOS. Pre-trained models like VGG-16, 
which utilize transfer learning, are now employed to pro-
cess ultrasound images, enabling faster and more accu-
rate identification of PCOS-related patterns.

Another significant technological advancement is the 
development of wearable health devices and Internet of 

Medical Things (IoMT). These devices allow continuous 
monitoring of physiological parameters, such as blood 
sugar levels, heart rate, and physical activity, which are 
crucial for managing and detecting conditions associ-
ated with PCOS, such as insulin resistance and metabolic 
syndrome. The data collected from these devices can be 
analyzed in real-time, providing early warnings and per-
sonalized insights into a patient’s health.

Additionally, advancements in telemedicine and cloud-
based healthcare platforms enable remote diagnostics 
and monitoring. With the help of 5G technology, high-
resolution imaging and clinical data can be transmitted 
and analyzed by healthcare professionals without requir-
ing in-person visits. This is particularly useful for patients 
in remote or underserved areas, ensuring early detection 
and treatment of PCOS-related complications. In com-
bination, these technologies are transforming the land-
scape of PCOS detection and prognosis, enabling more 
accurate, efficient, and accessible healthcare solutions for 
women affected by this condition.

Materials and methods
In healthcare systems, artificial intelligence techniques 
can be utilised to manage massive volumes of clinical 
data with great accuracy and precision. To predict PCOS 
problem, the proposed system first collects multi-modal-
ity data such as clinical features dataset and ultrasound 
images dataset from Kaggle. For the clinical features 
dataset correlation-based feature extraction is applied 
and important features are extracted. These extracted 
features are applied to various machine learning models 
like Logistic Regression (LR), Naïve Bayes (NB) and Sup-
port Vector Machine (SVM).

The performance of each machine learning model 
depends on the nature of the dataset and the classifica-
tion task. Logistic Regression, being a linear model, per-
forms well in cases where the relationship between the 
features and the target variable is mostly linear. How-
ever, since PCOS is a complex syndrome with nonlin-
ear relationships among the clinical features, Logistic 
Regression may have limitations in capturing those com-
plexities, which could result in lower predictive accuracy 
compared to more sophisticated models. Naïve Bayes, 
on the other hand, assumes feature independence and 
applies Bayes’ theorem for classification. While it works 
efficiently with smaller datasets and is computationally 
faster, the assumption of independence between features 
can limit its performance in a dataset where features like 
hormone levels, BMI, and family history are interrelated. 
This likely leads to moderate performance in the context 
of PCOS prediction.

Support Vector Machine (SVM) often outperforms 
other models in handling nonlinear relationships, 
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especially when used with appropriate kernel functions. 
It is highly effective in high-dimensional spaces, which is 
advantageous when dealing with complex medical data-
sets. SVM’s ability to create optimal decision bounda-
ries and its robustness in separating data classes makes 
it suitable for the PCOS dataset. As a result, SVM typi-
cally achieves higher accuracy, precision, and recall com-
pared to LR and NB models in this context. The superior 
performance of SVM can be attributed to its capacity 
to generalize well even with a relatively small dataset, 
which is common in medical applications. Thus, while 
Logistic Regression and Naïve Bayes provide valuable 
baseline comparisons, the nonlinear nature of PCOS and 
the interdependencies of clinical features favor more 
advanced models like SVM, leading to its higher accuracy 
in predicting PCOS.

For the ultrasound images dataset, Convolutional Neu-
ral Network based deep learning and VGG16 transfer 
learning models are applied. The proposed methodol-
ogy workflow is specified in Fig. 1. The steps involved are 
data collection, data pre-processing, feature selection for 
text data, augmentation for image data, modelling with 

machine learning, deep learning and transfer learning 
algorithms, model evaluation and prediction.

Dataset description
Two types of datasets such as PCOS clinical dataset 
which contains all physical and clinical parameters of 
patients, and PCOS ultrasound images dataset are used 
for this research work. Both the datasets are collected 
from Kaggle in which PCOS clinical dataset contains 
541 records of PCOS and non PCOS information that 
spans over 45 columns [34]. PCOS ultrasound images 
dataset contains 1924 training set images and 1932 test 
set images. The statistics about the PCOS clinical dataset 
description is presented in Table 1.

In addition to clinical factors like blood group, pulse 
rate, HB, luteinizing hormone, human chorionic gonado-
tropin, number of follicles, thyroid stimulating hormone, 
AMH, PRL, and PRG, the suggested study also consid-
ers general physical features like age, weight, height, 
and BMI. To assess whether a woman had PCOS, it also 
included several other symptoms, such as weight gain, 
excessive hair growth, darkening of the skin, hair loss, 
and acne. The proposed system also considers PCOS 

Fig. 1  Proposed system workflow
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ultrasound images dataset that have been collected from 
Kaggle [35]. The detailed dataset description is depicted 
in Table 2.

Geometric metrics such as area, perimeter, compact-
ness, smoothness, and accuracy along with the number of 
follicles are used to diagnose ultrasound images in detail. 
The Rotterdam criterion is one of the best methods for 
spotting PCOS. If the ovarian volume is greater than or 
equal to 10 cm or if there are more than 10 follicles with 
a diameter of 2 to 9  mm each, PCOS can be identified 
using ultrasound imaging. Figure 2 shows a single ovary 
that is unaffected, and several follicles affected by PCOS 
that are scattered across the ovary’s periphery.

Feature extraction for clinical dataset
Feature extraction is the process of selecting important 
features from a larger set of attributes to improve the 
performance of a machine learning techniques Prior to 
creating the model, this stage of data preprocessing is 
crucial. Feature extraction aims to identify the most rel-
evant and helpful features that will significantly affect the 
performance. The suggested techniques for clinical data-
set features makes use of a Pearson correlation-based fea-
ture selection technique to choose characteristics with a 
high correlation with the target variable and a low corre-
lation with other features. By calculating the correlation 
coefficient between each characteristic and the variable, 
it is possible to determine which features have the high-
est correlation with the target variable. The next stage 
is to identify the characteristics’ relevance after the per-
tinent features have been chosen. Finding each feature 
in the dataset’s relative relevance based on how much it 

contributes to the target variable’s prediction is known 
as feature importance identification. The size of each fea-
ture’s coefficient is examined using the suggested system 
to assess the significance of each feature.

The purpose of feature extraction in the clinical data-
set is to identify and select the most relevant variables 
that significantly contribute to the prediction of PCOS, 
thus improving the model’s performance and reduc-
ing computational complexity. In the proposed system, 
feature extraction is carried out using a correlation-
based method. This involves analyzing the relationships 
between various clinical features, such as testosterone 
levels, BMI, and menstrual irregularities, to determine 
their relevance to PCOS. The method filters out less rele-
vant features, resulting in a reduced set of 17 key features 
that are most strongly correlated with the condition. 
These selected features are then used to train machine 
learning models, such as Logistic Regression, Naïve 
Bayes, and Support Vector Machines, enhancing the 
model’s ability to accurately classify and predict PCOS 
based on clinical data.

Image augmentation for ultrasound images dataset
To train a machine learning model, its parameters are 
changed to fit a particular input (an image) and out-
put (a label). The main objective is to build an efficient 
model with the least amount of model loss, but this is 
only possible when the parameters are specified properly. 
When there are many parameters, the machine learning 
model needs more examples to work well. The number 
of parameters needed also indicates how challenging 
the task is for the machine learning model to complete. 
Things could occasionally go wrong even with the right 
size training set. It’s crucial to keep in mind that while 
humans may use their natural skills to categorize pho-
tos, algorithms do not have human-like intelligence. If a 
user builds a model that can discriminate between cats 
and dogs, but almost all the training images of dogs are 
of snowy landscapes, the algorithm can end up learning 
the wrong rules. Therefore, it’s crucial to capture photos 
in a variety of circumstances and from a variety of angles. 
To get more data without adding extra training data, the 

Table 2  PCOS ultrasound images dataset statistics

Ultrasound Images 
Dataset

PCOS Infected PCOS Not 
infected

Total

Training Data 781 1143 1924

Test Data 787 1145 1932

Total 1568 2288 3856

Fig. 2  Ultrasound images of normal and PCOS affected ovary
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dataset must be supplemented. To work with the current 
dataset, users simply need to make little adjustments like 
flips, translations, and rotations. We refer to this proce-
dure as data augmentation.

These would appear to the neural network to be dif-
ferent images. The utility of the data can be increased 
through data-augmentation. Data augmentation is this 
method of increasing the quantity and variety of data. It 
is not necessary to acquire new data; existing data can be 
changed instead. By using augmentation, it is possible to 
stop the neural network from picking up useless patterns, 
effectively improving performance. The image data can 
be altered and improved in a variety of ways. The most 
popular procedures include: 1. Rotation, which rotates 
the image in a random direction. 2. Shifting: To move a 
picture, the translation range must be manually provided, 
and the image is shifted to the left or right. 3. Cropping 
entails reducing the original image’s size and resizing it to 
a particular resolution. 4. Flipping: The image is rotated 
180 degrees horizontally. 5. Altering the brightness 
level: Images are alternately made brighter and darker at 
random.

Data augmentation plays a crucial role in training Con-
volutional Neural Networks (CNNs) for medical image 
analysis by artificially increasing the diversity of the 
training dataset through various transformations such as 
rotations, translations, and flips. This technique enhances 
the model’s ability to generalize and improve its perfor-
mance by exposing it to a wider range of variations in the 
images, thus reducing the risk of overfitting. Addition-
ally, data augmentation addresses privacy concerns by 
minimizing the need to share original, sensitive medical 
images. By generating new variations of existing images 
rather than collecting and distributing additional real-
world data, augmentation helps protect patient confiden-
tiality while still enabling the development of robust and 
effective machine learning models.

Methods for image augmentation in ultrasound images

Rotation  This method involves rotating the ultrasound 
images by random angles. Rotation helps the model 
become invariant to the orientation of the images, mak-
ing it more robust in recognizing features regardless of 
how the images are presented.

Shifting  Shifting involves moving the image horizon-
tally or vertically within a specified range. This adjust-
ment simulates different placements of the ultrasound 
probe and helps the model learn to recognize features 
regardless of their position in the image.

Cropping  Cropping reduces the size of the original 
image to focus on specific areas and then resizes it to the 
desired resolution. This technique helps the model focus 
on relevant parts of the image while discarding unneces-
sary information.

Flipping  Flipping involves mirroring the image hori-
zontally. This technique helps in creating a mirrored ver-
sion of the image which is useful for learning features 
that are not orientation-specific.

Proposed machine learning techniques
In this research work, machine learning techniques such 
as LR, NB and SVM are used to diagnose PCOS using 
clinical data features. The results are analysed, and per-
formance of the algorithms are evaluated based on meas-
ures like accuracy, precision, recall, F1-measure.

Machine learning models play a pivotal role in the 
diagnosis of Polycystic Ovary Syndrome (PCOS) by lev-
eraging large amounts of clinical and diagnostic data 
to identify patterns that may not be easily recogniz-
able through traditional methods. These models enable 
healthcare practitioners to analyze complex and multidi-
mensional data, such as clinical features and ultrasound 
images, with high precision. By using supervised learning 
techniques, machine learning models can be trained on 
labeled datasets, where the input features (such as hor-
mone levels, BMI, and menstrual history) are associated 
with known PCOS outcomes. The models then learn the 
underlying relationships between these features and the 
presence of PCOS, allowing them to make predictions 
about new, unseen cases.

For instance, Logistic Regression (LR) provides a 
straightforward approach to modeling the relationship 
between clinical variables and the likelihood of PCOS. 
However, models like Support Vector Machines (SVM) 
and Naïve Bayes (NB) can handle more complex inter-
actions between features. SVM, in particular, excels at 
classifying cases by creating decision boundaries that 
separate PCOS-affected patients from non-affected 
ones based on their clinical characteristics. The use of 
machine learning allows for the automation of PCOS 
diagnosis, reducing the time and effort required for man-
ual data analysis. Additionally, machine learning algo-
rithms can improve diagnostic accuracy by uncovering 
subtle patterns and correlations in the data that might be 
overlooked by human clinicians. These models can also 
assist in predicting the likelihood of a patient developing 
PCOS, which is valuable for early intervention and per-
sonalized treatment planning. By integrating machine 
learning models into the diagnostic process, healthcare 
systems can enhance their capacity to diagnose PCOS 
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with greater accuracy, speed, and scalability, making 
them essential tools in modern clinical decision-making.

Logistic regression
Logistic Regression is a statistical method utilized for 
predicting outcomes (i.e., outcomes with two possi-
ble values, such as success or failure, true or false, etc.). 
It is a widely used technique in traditional learning that 
works very well for classification problems. Equation (1) 
describes the logistic function, also known as the sigmoid 
function, that is used to model the relationship between 
the independent variables (also known as predictors or 
features) and the dependent variable (also known as the 
response or outcome) in logistic regression.

where z is the model’s coefficients, or parameters, and 
the independent variables combined linearly. The prob-
ability that the outcome will occur is represented by the 
value that the logistic function returns, which ranges 
from 0 to 1. Finding the model coefficients that maximise 
the likelihood of the observed data is the aim of logistic 
regression. The likelihood of the observed data can be 
determined by the likelihood function, gives the coeffi-
cients of the model. In logistic regression, the optimiza-
tion problem is made simpler by using the log-likelihood 
function. Equation (2) provides the definition of the log-
likelihood function.

Where yi is the observed outcome, pi is the predicted 
probability of the outcome being true, and beta are the 
coefficients of the model. The goal of optimization meth-
ods like gradient descent and Newton–Raphson method 
is to maximize the log-likelihood function. Once the 
coefficients of the model are estimated, it can be used for 
making predictions by plugging in the independent vari-
able values and the coefficients into the logistic function. 
The logistic function’s output can be understood as the 
likelihood that the result being true. A threshold value is 
usually set, such as 0.5, to determine the predicted class.

The log-likelihood function in logistic regression is a 
critical component used to estimate the parameters of 
the model by evaluating how well the model’s predic-
tions match the observed data. It represents the loga-
rithm of the likelihood function, which measures the 
probability of observing the given data under a particular 
set of model parameters. Specifically, the log-likelihood 
function sums the logarithms of the predicted prob-
abilities for each observed outcome, weighted by the 
actual outcomes. The primary role of the log-likelihood 

(1)f (z) = 1
/

(1+e
(−z))

(2)L(beta) = SUM(yi ∗ log(pi)+ 1− yi ∗ log(1− pi))

function in model optimization is to provide a measure 
that can be maximized to find the optimal parameters. 
By maximizing the log-likelihood, the logistic regression 
model adjusts its coefficients to best fit the data, thereby 
improving the accuracy of its predictions. This optimiza-
tion process often employs techniques such as gradient 
descent to iteratively adjust the parameters and converge 
on the values that maximize the log-likelihood function.

The primary goal of Logistic Regression in predicting 
PCOS is to estimate the probability of PCOS occurrence 
based on various clinical features. The logistic function 
plays a critical role by converting the linear combination 
of these features into a probability score. This probability 
is then used to make a classification decision, facilitating 
effective prediction and diagnosis of PCOS.

Naive Bayes
The Bayes theorem, which asserts that the likelihood 
of an event given certain evidence is equal to the prior 
probability of the event, is the foundation of the probabil-
istic classifier known as naive bayes. A Naive Bayes clas-
sifier uses a set of features as the evidence, and the class 
label serves as the event. Given the class name, the char-
acteristics are assumed to be conditionally independent 
by a Naive Bayes classifier. This implies that a feature’s 
existence or absence is independent of the existence or 
absence of any other feature.

Equation (3) can be used to determine the conditional 
probability of a class label as y given a feature-vector as 
x, depending on a collection of class labels and a set of 
feature vectors.

where P(x|y) is the likelihood of the feature vector given 
the class label, P(x) is the feature vector’s marginal likeli-
hood, and P(y) is the prior probability of the class label. 
The class label that has the largest posterior probability is 
chosen to categorize a new feature vector. The posterior 
probability is calculated using the Eq. (4).

It is important to notice that the denominator in the 
equation is the same for all classes and can be ignored 
when comparing the different class labels.

The Naive Bayes classifier determines the class label for 
a given feature vector by applying Bayes’ theorem, which 
calculates the posterior probability of each class based 
on the prior probability and the likelihood of the features 
given each class. Specifically, it computes the probability 
of each class label given the observed features by multi-
plying the prior probability of the class by the product of 
the conditional probabilities of each feature, assuming that 

(3)P
(

y|x
)

= P
(

x|y
)

∗ P(y)/P(x)

(4)P
(

y|x
)

= P
(

x1, x2, x3 . . . xn|y
)

∗ P(y)/P(x1, x2, x3 . . . xn
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these features are conditionally independent given the class 
label. This assumption of conditional independence simpli-
fies the calculation, as it allows the classifier to separately 
evaluate the contribution of each feature to the likelihood 
of the class without considering interactions between fea-
tures. The class with the highest posterior probability is 
then selected as the predicted label for the feature vector, 
making the Naive Bayes classifier both efficient and effec-
tive for various classification tasks.

Support vector machine
Regression and classification issues can be employed by 
the supervised learning method known as Support Vec-
tor Machine (SVM). By employing an advanced tech-
nique, non-linearly separable data is converted to a 
higher dimensional space and made linearly separable. 
Finding the hyper-plane that optimally divides the dif-
ferent classes of SVM. One way to maximize the margin 
is to choose the hyperplane in a way that the distance is 
maximised between it and nearest datapoints from each 
of the class, or support vectors. The equation of the hype- 
plane is given by Eq. (5).

where the hyperplane’s normal vector is denoted by w., 
feature vector by x and the bias term as b. The hyperplane 
dividing the two classes in a classification issue called the 
decision boundary. There are points that belong to one 
class on one side of the decision boundary and points 
to the other class on the other. For data that cannot be 
linearly separated, SVM employs the kernel method to 
move the information into a higher dimensional space. In 
a higher-dimensional space, the kernel technique enables 
us to calculate the dot product of two vectors without the 
need for us to first find the coordinates of the vectors in 
that space. Often used kernels are the polynomial, radial 
basis function (RBF), and linear ones. The optimization 
problem that needs to be solved to find the hyperplane is 
given by Eqs. (6) and (7).

subject to

where the bias term be b, feature vectors as xi, class labels 
as yi, and the normal vector (w) to the hyperplane. New 
data points can be classified by calculating the value of 
the decision function provided by Eq. (8) once the hyper-
plane has been located.

(5)wT
∗ x + b = 0

(6)Minimize
1

2
∗ wT

∗ w

(7)yi(wT ∗xi+b) ≥ 1 for i = 1,2, . . . n

(8)f (x) = wT
∗ x + b

The new data point is assigned to class 1 if the value of 
f(x) is positive, and class 2 if the value is negative.

The primary objective of an SVM in classification tasks 
is to find the optimal hyperplane that maximizes the 
margin between classes, ensuring the best separation in 
the feature space. To handle non-linearly separable data, 
SVM uses kernel functions to map data into higher-
dimensional spaces, where linear separation is more 
feasible. This approach enables SVM to effectively clas-
sify complex datasets by leveraging the power of higher-
dimensional transformations and kernel functions.

The kernel trick in Support Vector Machines (SVM) 
is significant for handling non-linear data by transform-
ing it into a higher-dimensional space where it becomes 
linearly separable. This technique allows SVM to apply 
linear classification methods to data that is not linearly 
separable in its original space. The kernel trick works by 
computing the dot product of data points in this higher-
dimensional space without explicitly performing the 
transformation, thus saving computational resources. 
Commonly used kernels, such as the polynomial and 
radial basis function (RBF) kernels, implicitly map the 
original data into a new feature space where a linear 
hyperplane can effectively separate the different classes. 
By utilizing this approach, SVMs can efficiently classify 
complex data patterns that would otherwise be difficult 
to separate using traditional linear methods.

Proposed CNN based deep learning technique
A particular kind of neural network that excels at pro-
cessing images is the convolutional neural network 
(CNN). The distinctive feature of a CNN is the use of 
convolutional layers, which are intended to automati-
cally and adaptively accumulate spatial hierarchies of 
information from input images. The convolutional layer 
forms the basis of a CNN., which processes the input 
image through several filters. Every filter is a tiny matrix 
that is “convolved,” or moved, in a sliding window pattern 
across the image to compute the dot products between 
each filter entry and the input image at each place. This 
produces a set of maps with features that are fed into 
the network’s subsequent layer. After the convolutional 
layers, the feature maps are down sampled by the pool-
ing layers, which take the maximum or average value of 
small, non-overlapping regions. By doing this, the feature 
maps’ dimensionality is decreased, increasing the net-
work’s computational efficiency and lowering overfitting. 
The feature maps are then sent to One or more layers that 
are fully connected, which carry out the final classifica-
tion, after one or more convolutional and pooling layers.

CNNs are commonly used in image classification tasks, 
such as recognizing objects in an image, facial recogni-
tion, and medical image analysis. They have also been 
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used for tasks like image generation, object detection, 
and video analysis. CNNs are widely used in image clas-
sification tasks such as recognizing objects in an image, 
facial recognition, and medical image analysis. The cur-
rent research aims to compare the effectiveness of well-
known deep learning approaches. The model is first 
trained using CNN, and the significance of drop out pro-
cesses is then demonstrated by using the regularization 
method. The CNN model is then used with a different 
technique called data augmentation. The dataset will be 
obtained and split into train, validation, and test sets to 
conduct this study. After that data augmentation will only 
be used on the train set. The PCOS ultrasound photos 
in the collection are extremely private and have privacy 
concerns. Using measuring factors such as area, perim-
eter, extent, solidity, and orientation, data augmentation 
and picture processing will be carried out. Speckle noise 
will be removed from photos during preprocessing. The 
cyst section, which is the region of interest, will next be 
segmented using a watershed method, which accurately 
segments the cyst. Once the cyst has been segmented, 
which is necessary for the classification phase, features 
will be extracted from the cyst. The retrieved features 
and training ultrasound images will be used to train the 
CNN model.

Convolutional layers in CNNs are responsible for 
detecting and learning features from images by applying 
filters that extract local patterns and hierarchies. Pooling 
layers complement this by reducing the spatial dimen-
sions of the feature maps, enhancing computational 
efficiency, preventing overfitting, and providing a more 
abstract representation of the features. Together, these 
layers enable CNNs to efficiently and effectively perform 
tasks such as image classification, object detection, and 
medical image analysis.

Proposed VGG16 pretrained model
A model that has been constructed and trained for one 
job is used again on another task to enhance the per-
formance of the model in optimization. This method 
is known as transfer learning and is based on the pre-
training technique. The trained models can be applied in 
one of two methods when a new model is created, or an 
old model is reused to extract features making use of a 
trained model or to finetune the model that has already 
been trained. A model known as VGG-16 (Oxford’s Vis-
ual Geometry Group) that has already been developed by 
applying the ImageNet base dataset is used in the sug-
gested method. The learned model will be applied to a 
brand-new dataset made up of ultrasound scans of peo-
ple with and without PCOS. The VGG-16 model, which 
comprises of 16 convolutional and fully connected layers, 

was built using the ImageNet database, which was cre-
ated for picture recognition and classification.

Convolutional neural networks were designed by 
Oxford University’s Visual Geometry Group (VGG16). 
This well-known CNN architecture has achieved state-
of-the-art performance on multiple benchmark datasets 
and is frequently used for image classification applica-
tions. Using the transfer-learning method, the trained 
model can serve as the foundation for a new assign-
ment. Regarding VGG16, the model has already under-
gone training using a sizable dataset of images and has 
amassed a wealth of features that may be applied as a 
foundation for future tasks. When utilizing VGG16, 
there are two primary methods for transfer learning. The 
trained VGG16 model is employed as a feature extractor 
in the first method, which is the feature extraction strat-
egy. Convolutional layer output is fed into a new classi-
fier, and the model’s fully connected layers are removed. 
The fresh dataset is then used to train this new classifier. 
When the new dataset is modest and the pre-trained 
model’s features are broad enough to be applicable to 
the new task, this strategy can be helpful. In the second 
method, the weights of the already trained VGG16 model 
are further trained on the new set of data after it has been 
initially trained. When the fresh dataset is bigger and it 
is anticipated that the model would pick up task-specific 
features that weren’t included in the pre-trained model, 
this approach is helpful. It is usual practice to freeze 
the weights of the model’s early layers, which had learnt 
generic features, and only train the weights of the model’s 
later layers, which had learned more task-specific infor-
mation, while fine-tuning VGG16. By doing this, the risk 
of overfitting is reduced, and the training process is sped 
up.

After all the models have been applied, their accuracy 
is evaluated and compared. The model is evaluated using 
a test dataset that predicts if an image has PCOS or not. 
The findings indicate that the worried woman should 
consult a gynaecologist and begin taking medication 
right away. In this research, training uses 80% of the data, 
validation uses 10%, and testing uses the remaining 10%.

Freezing the weights of the early layers during fine-tun-
ing of VGG16 is crucial for maintaining the generic fea-
ture extraction capabilities of the model. This approach 
allows the model to focus on learning task-specific fea-
tures in the later layers, reduces the risk of overfitting, 
accelerates the training process, and preserves the valu-
able knowledge gained from pre-training on a large data-
set. This strategy optimizes the model’s performance on 
new tasks while leveraging the robust feature extraction 
capabilities of the pre-trained network.

The proposed system leverages deep learning 
techniques to analyze ultrasound images for PCOS 
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prediction by employing Convolutional Neural Net-
works (CNNs), specifically the VGG16 architecture. 
Initially, VGG16, pre-trained on a comprehensive 
image dataset, is utilized to extract generic features 
from the ultrasound images, which include funda-
mental patterns and structures relevant to the task. By 
fine-tuning this model on a dataset of PCOS-related 
ultrasound images, the system adapts the pre-trained 
features to detect task-specific abnormalities such as 
cysts. This process involves freezing the weights of the 
early layers to retain their ability to identify basic fea-
tures while updating the later layers to recognize more 
complex, disease-specific patterns. Additionally, data 
augmentation techniques, such as rotations and trans-
lations, are applied to enhance the training dataset and 
improve the model’s robustness. This approach ena-
bles the system to accurately classify and predict PCOS 
based on the nuanced details present in ultrasound 
images, thus providing a powerful tool for early diagno-
sis and management of the condition.

Results and discussion
Initially a PCOS Clinical dataset of 541 instances and 45 
attributes has been taken and the important features will 
be extracted by utilizing Pearson correlation-based fea-
ture extraction. The heatmap representation of the cor-
relation between the features is depicted in Fig.  3. The 
importance of each feature is identified according to the 
correlation. After this process, the PCOS clinical dataset 
contains 541 records of 15 significant features.

The Rotterdam criteria play a crucial role in the diag-
nosis of Polycystic Ovary Syndrome (PCOS) by providing 
a standardized framework that clinicians use to identify 
the condition. Established in 2003 during a consensus 
workshop, the Rotterdam criteria define PCOS based on 
the presence of at least two out of three key symptoms: 
irregular or absent ovulation, clinical or biochemical 
signs of elevated androgen levels (hyperandrogenism), 
and polycystic ovaries visible on an ultrasound. These 
criteria allow for a broader range of symptom presenta-
tions, making it easier to diagnose PCOS even when all 
symptoms are not present simultaneously.

Fig. 3  Heatmap representation of highly correlated features
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The justification for using the Rotterdam criteria lies 
in their ability to capture the heterogeneous nature of 
PCOS. Since the syndrome can manifest differently in 
each woman—some showing more pronounced repro-
ductive symptoms, while others exhibit metabolic com-
plications—the criteria provide flexibility. By recognizing 
that not all women with PCOS present with the same 
symptoms, the Rotterdam criteria allow for a more inclu-
sive diagnosis. This is particularly important as it ena-
bles earlier identification of the condition in women who 
may not yet exhibit all the typical symptoms, facilitating 
earlier interventions and better management of associ-
ated risks such as infertility, diabetes, and cardiovascular 
disease.

Moreover, the criteria are widely accepted in clinical 
practice and research, ensuring consistency in diagnosis 
and enabling better comparisons across studies. How-
ever, some criticisms exist, particularly regarding the 
potential for over-diagnosis in women who have poly-
cystic ovaries but no other significant symptoms. Despite 
this, the Rotterdam criteria remain a cornerstone in the 
diagnostic process, balancing the need for sensitivity and 
specificity in identifying PCOS.

To evaluate the effectiveness of a binary classification 
model, three often used metrics are precision, recall, and 
the F1-score. The model’s accuracy in classifying positive 
and negative instances is assessed using these measures. 
A model’s accuracy is determined by dividing its actual 
positively predicted value by its total positive predictions. 
It is calculated as in Eq. (9) where True Positives repre-
sents the positive class labels accurately identified by the 
model and False Positives denotes the positive class labels 
that were inaccurately identified by the model.

A high precision score indicates that the model can 
accurately identify positive instances and has a low num-
ber of false positives. The percentage of actual positive 
instances among all of the model’s accurate positive pre-
dictions is known as recall. It is calculated as in Eq. (10) 
where False Negatives denotes the negative class labels 
that were inaccurately identified by the model.

When a model has a high recall score, it means that it 
has minimal false negatives and can identify most posi-
tive occurrences. The F1-score is the mean of the recall 
and precision harmonics. It is calculated as in Eq. (11).

Precision and recall are given equal weight in the final 
score by the F1-score, which is a balance between both. In 
some cases, it is more significant to have a high precision 

(9)Precision = True Positives/(True Positives + False Positives)

(10)Recall = True Positives/(True Positives + False Negatives)

(11)F1− Score = 2 ∗ (Precision ∗ Recall)/(Precision+ Recall)

score than a high recall score, and vice versa. A balance 
between the two is made possible by the F1-score. Per-
formance evaluation of all the mentioned machine learn-
ing models is shown in Table 3 and this table shows the 
performance comparison of three different machine-
learning techniques such as LR, NB and SVM on a binary 
classification task before applying feature extraction. 
Various metrics, including accuracy, precision, sensitiv-
ity, specificity, and misclassification rate, are utilized in 
evaluating the models’ performance.

The precision of a model refers to its ability to accu-
rately detect positive instances. SVM has the greatest 
precision value of 0.914286, LR has 0.885714 and NB has 
the lowest precision of 0.823529. This means that SVM 
can accurately detect positive instances. SVM has the 
greatest sensitivity value of 0.914286, LR has 0.861111 
and NB has 0.8. This means that SVM can accurately 
detect positive instances. Specificity, the measure of 
how well the model can detect negative instances. SVM 
has the greatest specificity value of 0.958904, LR has 
0.944444 and NB has 0.917808. This means that SVM 
can detect most of the negative instances. In summary, 
the Table 3 displays the performances comparison of dif-
ferent machine learning models. SVM has the highest 
scores in most of the metrics, namely accuracy, preci-
sion, sensitivity, and specificity. It indicates that SVM is a 
better performer among the three models in this specific 
case. The NB model is seen to be underperforming com-
pared to other two models.

The Fig.  4 compares the Precision-Recall trade-off 
between LR, NB and SVM machine learning models. 
The result shows that best trade-off achieved by SVM 
model compared to LR and NB models. Three different 
machine-learning models are compared in Table  4 for 
performance comparison, after feature extraction. The 
models’ effectiveness is assessed using several metrics 
such F1-score, support, accuracy, precision, recall, macro 
average, and weighted average. In each model 0 denotes 
having PCOS infected and 1 denotes PCOS not infected 
class labels.

Table 3  Performance evaluation of machine learning models 
before feature extraction

Parameters Logistic 
Regression

Naïve Bayes Support 
Vector 
Machine

Accuracy 91.67 87.96 94.44

Misclassification Rate 8.33 12.03 5.56

Precision 88.57 82.35 91.43

Sensitivity 86.11 80 91.43

Specificity 94.44 91.78 95.89
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In terms of precision, SVM has the highest scores in 
both classes such as 0.97 and 0.76 followed by LR with 
0.94 and 0.90 and NB has the lowest scores 0.90 and 0.76 
for both classes. This means that SVM can identify most 
of the positive instances with a highest accuracy. A mod-
el’s recall refers to its ability to detect every positive case. 

SVM has the highest recall value of 0.82 and 0.95 for both 
classes, followed by LR with 0.94 and 0.90 and NB has the 
lowest scores 0.90 and 0.85 for both classes. This means 
that SVM can detect most of the positive instances, but 
not as well as in precision.

Fig. 4  Precision-recall comparison of machine learning models

Table 4  Performance evaluation of machine learning models after feature extraction

Models LR (%) NB (%) SVM (%)

0 1 0 1 0 1

Precision 94 90 97 76 97 76

Recall 94 90 82 85 82 95

F1-Score 94 90 89 95 89 85

Support 68 41 68 41 68 41

Accuracy 93 87 87

Macro Average 92 87 87

Weighted Average 93 89 89
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SVM has the highest F1-Score of 0.89 and 0.85 for 
both classes, followed by LR with 0.94 and 0.90 and 
NB has the lowest scores 0.90 and 0.95 for both classes. 
This means that SVM can balance well between preci-
sion and recall, but not as well as LR and NB. Support is 
the number of observations for each class. It is observed 
that the same number of observations for classes in the 
case of all three models LR, NB, and SVM. The percent-
age of accurately identified cases is known as accuracy. 
Among the three models, LR having the greatest score 
of 0.93, SVM and NB has 0.87. This indicates that both 
SVM and NB models can correctly classify instances 
with a similar degree of accuracy. Macro Average and 
Weighted Average are used to calculate the average 
performance of model across all classes. Macro Aver-
age calculates the un-weighted mean of the metrics for 
each class, while Weighted Average takes the quantity 
of observations for each class. The table shows that all 
three models have similar Macro and Weighted Average 
scores, with LR having the highest scores of 0.92 and 
0.93 respectively, followed by SVM and NB with 0.87 
and 0.89 respectively.

A confusion matrix is an effective tool for assessing 
how well a classification algorithm performs since it gives 
a precise and in-depth picture of the algorithm’s perfor-
mance. It enables us to spot the algorithm’s flaws and 
can be utilised to tweak the algorithm to enhance perfor-
mance. It is employed to characterize the effectiveness of 
a categorization technique. It is used to specify how many 
predictions the algorithm made were true positive (TP), 
true negative (TN), false positive (FP), and false negative 
(FN). The matrix’s columns reflect the projected class, 
while the rows represent the actual class. The number 
of times the algorithm accurately predicted the positive 
class is known as the true positive. The number of times 
the algorithm properly identified the negative class is 
known as a true negative. The number of times the algo-
rithm mistakenly predicted the positive class is known 
as a false positive, and the number of times it incorrectly 
predicted the negative class is known as a false nega-
tive. A confusion matrix can be used to calculate several 
measures that includes accuracy, precision, recall, and F1 
score.

A matrix of confusion in Fig. 5 shows the results of a 
logistic-regression algorithm that was utilized to forecast 
whether PCOS(polycystic ovary syndrome) would occur 
or not in a group of individuals. The matrix is divided 
into four sections, each representing a different combina-
tion of predicted and actual outcomes. In True negatives 
(top left): 31 individuals were correctly predicted to not 
have PCOS. In False positives (top right): 5 individuals 
were incorrectly predicted to have PCOS, when they did 
not. In False negatives (bottom left): 4 individuals were 

incorrectly predicted to not have PCOS, when they did. 
In True positives (bottom right): 68 individuals were cor-
rectly predicted to have PCOS.

The confusion matrix in Fig.  6 shows the results 
of a Naive Bayes model that predicts whether 
PCOS(polycystic ovary syndrome) would occur or not 
in a group of individuals. The matrix is divided into four 
sections, each representing a different combination of 
predicted and actual outcomes. In True negatives (top 
left): 28 individuals were correctly predicted to not have 
PCOS. In False positives (top right): 6 individuals were 
incorrectly predicted to have PCOS, when they did not. 
In False negatives (bottom left): 7 individuals were incor-
rectly predicted to not have PCOS, when they did. In 
True positives (bottom right): 67 individuals were cor-
rectly predicted to have PCOS.A matrix of confusion can 
be used as a tool for understanding the performance of 
a Naive Bayes model and determining areas, the model 
might require improvement. In this case, the model has 
a lower overall accuracy and specificity than the logistic 
regression model, but a slightly higher sensitivity and 
precision.

Fig. 5  Confusion matrix of logistic regression

Fig. 6  Confusion matrix of Naïve Bayes
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The confusion matrix in Fig. 7 shows the results of a 
SVM model that was used to predict PCOS (polycystic 
ovary syndrome) will develop or not in a group of indi-
viduals. The matrix is divided into four sections, each 
representing a different combination of predicted and 
actual outcomes. In True negatives (top left): 32 indi-
viduals were correctly predicted to not have PCOS. In 
False positives (top right): 3 individuals were incor-
rectly predicted to have PCOS, when they did not. In 
False negatives (bottom left): 3 individuals were incor-
rectly predicted to not have PCOS, when they did. In 
True positives (bottom right): 70 individuals were 
correctly predicted to have PCOS. The classification 
results can be interpreted using Receiver Operating 
Characteristics (ROC). Histograms of scores when 
compared True class labels of LR, NB and SVM models 
are depicted in Fig. 8.

We can see from the histogram shown in Fig. 8 that 
the score spread causes many of the positive labels to 
be binned close to 1, while many of the negative labels 
are binned close to 0. All the bins on its left and right 
will be labeled as 0  s and 1  s, respectively, when we 
place a threshold on the score. It is also observed that 
there are a few outliers, such as negative samples that 
received high scores from our model and positive sam-
ples that received low scores as in LR and NB models. 
These outliers will turn into false positives and false 
negatives, respectively, if we choose a threshold that is 
exactly in the middle as in SVM model.

Figure  9 illustrates how as thresholds are changed 
in LR, NB and SVM models, both the number of true 
positives and the number of quantities of positive will 
alter, either increasing or decreasing. As you can see, 
the model appears to work rather well because, as the 
threshold is raised, the true positive rate declines grad-
ually while the false positive rate suddenly decreases. 

Each of those two lines represents a different aspect of 
the ROC curve.

Figure  10 shows a binary ROC curve that resem-
bles the True Positive Rate with the exception that all 
LR, NB, and SVM machine learning models produce 
distorted and flipped lines along the x-axis instead of 
a threshold. Table  5 describes parameters of a CNN 
based deep learning model and the shape of the output 
after each layer.

The first layer is a 2D convolutional layer (conv2d) with 
10 filters and a kernel size of (3,3). The input shape is not 
specified, but the output shape is (None, 220, 220, 10), 
which means that the output is a 4-dimensional tensor 
with dimensions of (batch size, height, width, number of 
filters). The parameters size for this layer is 760.The sec-
ond layer is a 2D maxpooling layer (max_pooling2d) with 
a pool size of (2,2). The input shape is the output of the 
previous layer, and the output shape is (None, 55, 55, 10) 
which means that the output is a 4-dimensional tensor 
with dimensions of (batch size, height, width, number of 
filters). The number of parameters for this layer is 0.

The third layer is another 2D convolutional layer 
(conv2d_1) with 12 filters and a kernel size of (3,3). The 
input shape is the output of the previous layer, and the 
output shape is (None, 51, 51, 12), which means that 
the output is a 4-dimensional tensor with dimensions of 
(batch size, height, width, number of filters). The num-
ber of parameters for this layer is 3012. The fourth layer 
is another 2D max pooling layer (max_pooling2d_1) with 
a pool size of (2,2). The input shape is the output of the 
previous layer, and the output shape is (None, 12, 12, 
12) which means that the output is a 4-dimensional ten-
sor with dimensions of (batch size, height, width, num-
ber of filters). This layer has zero parameters. The fifth 
layer is a flatten layer (flatten) which flattens the previ-
ous layers output into a 1-dimensional tensor. The input 
shape is the output of the previous layer, and the output 
shape is (None, 1728) which means that the output is a 
1-dimensional tensor with a length of 1728. The num-
ber of parameters for this layer is 0. The sixth layer is 
the dense layer (dense) with 2 neurons. The input shape 
is the output of the previous layer, and the output shape 
is (None, 2) which means that the output is a 2-dimen-
sional tensor with dimensions of (batch size, number of 
neurons). The parameters size for this layer is 3458.The 
total number of parameters for the entire model is 7,230 
and all of them are trainable. There are no non-trainable 
parameters. The following Fig. 11 depicts the comparing 
training to validation accuracy and training to validation 
loss for different epochs of CNN based deep learning 
model. The result shows that at epoch 50, the lowest loss 
validation of 0.14 and highest accuracy validation of 0.97 
are obtained by the CNN based deep-learning model.Fig. 7  Confusion matrix of support vector machine



Page 17 of 22Shanmugavadivel et al. BMC Medical Informatics and Decision Making          (2024) 24:281 	

Fig. 8  Histograms of scores in machine learning models
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Fig. 9  Machine learning Models performance Evaluation at various Thresholds
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In addition to the machine learning and deep learning 
models, the ultrasound images dataset has also been 
trained and tested using VGG16, transfer learning-
based model. For improving the classification accuracy, 
we have finetuned a few top layers of VGG16 that is the 
weights of these layers have been retrained. The results 
of the VGG16 transfer layer are presented in Table 6.

Table  6 shows the performance metrics of VGG16 
model transfer learning model. The metrics used are 
Precision, Recall, F1-Score, Support, and Accuracy. In 
this table, the model’s performance has improved with 
fine-tuning, with an increase in all metrics. The Macro 
Average and Weighted Average show a similar improve-
ment in performance. The following Fig.  12 depicts the 
comparison between training and validation loss, train-
ing and validation accuracy for different epochs of VGG 
16 model. The result shows that at epoch 60, the lowest 
validation loss of 0.08 and highest validation accuracy of 
0.98 are obtained by the VGG16 transfer learning model.

The following Table  7 depicts the suggested models’ 
performance compared to the most advanced machine 
learning models. The result shows that proposed deep 
transfer learning VGG16 model outperforms all other 
models for the taken dataset.

VGG16 outperforms traditional machine learning 
models like Logistic Regression, SVM, and even other 
CNN architectures due to its deep and sophisticated 
architecture, which includes 16 convolutional layers 
and fully connected layers. This depth allows VGG16 

Fig. 10  ROC curve of machine learning models

Table 5  CNN based deep learning model parameters

Total params: 7,230

Trainable params: 7,230

Non-trainable params: 0

Layer (Type) Output Shape Param #

conv2d (Conv2D) (None, 220, 220, 10) 760

max_pooling2d (MaxPooling2D) (None, 55, 55, 10) 0

conv2d_1 (Conv2D) (None, 51, 51, 12) 3012

max_pooling2d_1 (MaxPooling2D) (None, 12, 12, 12) 0

flatten (Flatten) (None, 1728) 0

dense (Dense) (None, 2) 3458
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to learn and capture complex hierarchical features from 
images, enabling it to achieve high accuracy in image 
classification tasks. Unlike simpler models, VGG16 
benefits from extensive pre-training on large datasets, 
such as ImageNet, which provides a rich set of learned 
features that can be effectively transferred to new tasks. 
This pre-training enhances its ability to recognize intri-
cate patterns and details in images, leading to supe-
rior performance compared to models with shallower 
architectures or those trained from scratch. Addition-
ally, VGG16’s uniform architecture and use of small 
3 × 3 convolutional filters contribute to its ability to 

Fig. 11  CNN based deep learning model- training vs validation loss and accuracy

Table 6  Performance of VGG16 – transfer learning model

Metrics/Model VGG16
0 1

Precision 97.5 98.8

Recall 98.3 98.2

F1-Score 97.9 98.6

Support 787 1145

Accuracy 98.288

Precision Recall F1-Score

Macro Average 98.172677 98.28676 98.22867

Weighted Average 98.288382 98.28833 98.28737

Fig. 12  Training vs validation loss and accuracy of VGG16—transfer learning model
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effectively extract and utilize features from diverse and 
complex image datasets.

Conclusion and future work
This research work goal to conduct analysis in an effi-
cient manner by considering PCOS dataset with clinical 
features and ultrasound images. Enhancing the diagno-
sis of PCOS requires a multifaceted approach that con-
siders both clinical data with ultrasound imaging for 
a comprehensive analysis. By combining information 
from both modalities, a more accurate and nuanced 
understanding of PCOS manifestations can be attained, 
facilitating early detection and intervention. Clini-
cal data provides insights into hormonal imbalances, 
menstrual irregularities, and other symptoms associ-
ated with PCOS, while ultrasound imaging offers visual 
confirmation of ovarian abnormalities such as cysts. 
These two sources of information enable healthcare 
providers to make more informed decisions regarding 
diagnosis and treatment, ultimately improving patient 
outcomes and quality of care. To achieve this goal, Fea-
ture selection based on Pearson correlation is applied 
over the PCOS clinical dataset and important features 
are identified. After that machine learning models such 
as LR, NB and SVM are applied to reduced features. By 
evaluating the performance of machine learning mod-
els, it shows that highest accuracy of 94.44% is obtained 
by SVM model. Next, CNN based deep learning and 
VGG16 transfer learning methods are applied to aug-
mented ultrasound images dataset. The result indicates 
that among the proposed models, VGG16 transfer 
learning model produces highest accuracy of 98.288% 
than CNN based deep learning model. These methods 
support the usefulness of crucial clinical features such 
as follicles, hair growth and weight gain and ultrasound 
images for the accurate and early detection of PCOS. 
This will lessen the significant burden and save PCOS 
patients’ time by lowering the number of clinical tests 
needed for diagnosis. In future, attention mechanism-
based techniques may be incorporated in order to 
improve the accuracy of PCOS detection process.
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